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Abstract:

Numerical models are those that deal with specific numbers in health
research and studies, such as the number of hospitalized patients, the number
of phone calls, the number of cases of a particular disease, and other counts.
Among the models that deal with such numbers are the Poisson model,
negative binomial regression model, logistic model, and Bernoulli . In this
research, the Poisson regression model was used, and the model parameters
were estimated using parametric methods (Maximum Likelihood) and non-
parametric methods (Spline Regression Method). Due to the complexity of
the assumptions in the Poisson regression model, which makes it unsuitable
for the least squares method, an alternative method was used to estimate the
model for its flexibility and simpler assumptions. A comparison was made
between these methods according to specific criteria, relying on real data
related to one of the most prevalent diseases today: COVID-19, which affects
the human body and causes various inflammations, including respiratory,
liver, and kidney inflammation, among others. The data was analyzed using
SPSS and R software, leading to the conclusion that the estimation method
using the non-parametric approach (cubic spline regression) was better than
the parametric method (MLE) based on the results of the MSE
Key words: Poisson regression , Maximum Likelihood Method, Spline
regression, Mean square error
Not: The research is not based on a master's thesis or a doctoral thesis.
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1- Introduction

Statistical research focuses on many areas, with one of the most important
being the health field. This study addresses the infection caused by the
COVID-19 virus, a global pandemic that affects the respiratory system,
kidneys, and other body organs. It is considered one of the infectious diseases
that can be transmitted from an infected person to a healthy one.

This research addresses the use of one of the numerical models, including the
Poisson model, which is one of the forms of non-linear regression models.
This model assumes that the response variable follows a Poisson distribution
with equal mean and variance. There are several methods for estimating the
Poisson regression model, including parametric and non-parametric methods,
and a comparison between these methods based on specific criteria.

One of the most important previous studies in 2009, researchers Terzi and
Cengiz modeled the relationship between the number of recorded respiratory
patients and air pollution using a multiple Poisson regression model. They
employed the Generalized Additive Linear (GAL) model as a flexible
approach to determine the model's form through nonparametric smoothing. In
2010, researchers Feldens and others used Poisson Regression Analysis with
Robust Variance to determine the impact of factors associated with painful
dental injuries. They found that the Poisson regression model with robust
variance was superior to the logistic regression model in estimating the effect
of factors influencing dental injuries. In 2013, researcher Hussam Mufid
Sabri compared methods for estimating the parameters of the Poisson
regression model in the presence of multicollinearity, using the number of
congenital heart defects in children as a case study. He also proposed two
methods for estimation.

2- Poisson regression model

Poisson regression model It is one of the countable linear logarithmic models.
It is also a means in which the dependent variable is modeled when its value
Is countable. In this model, it is assumed that the response variables follow a
specific distribution, which is a Poisson distribution with a parameter a. It is
also assumed that the response variable (the dependent variable) The Poisson
distribution also has a mean and variance (&), and the random errors follow
;[ge same distribution in the Poisson regression model with its parameter (&)
The Poisson regression model can be written as follows

7 = €x§+g (1)

Since
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z: represents the vector of the dependent variable, whose rank is (m*1).
X : represents the matrix of explanatory variables whose rank is (m*(p+1))
8: represents a vector of model parameters whose order is (m*1)
e: represents the vector of random errors, which has the order (m*1)
It can be written in array form as follows
Z = exp(xf +e) (2)
2- The most important assumptions of the Poisson regression model
Poisson regression assumes several assumptions, including ©
First assumption:
The dependent variable (response variable (Z)) follows a Poisson distribution
with parameter & when 8 >0
As in the following figure
1- The dependent variable (response variable (Z)) follows a Poisson
distribution with parameter & when € >0
2- Also, one of its assumptions is independence, meaning that all of its
observations (z;, x;) are independent from each other, meaning that they have
a different distribution.
3- The mean and variance of the distribution parameter The dependent
variable is the same as the mean and variance of the values of the response
variable according to the following formula.
E(Z)=e*¢ (3)
By integrating the first assumption with the second, we obtain the conditional
probability function as follows

&1 E.e7 8
flz\x) = ST (4)
After verifying the three assumptions mentioned above regarding the Poisson
regression model, this model achieves the exponential (linear-logarithmic)
conditional mean and variance functions, as shown in the following formula:
E(z\x) = a = exp(x70) (9
var(z\x) = @ = exp(x79) (6)
3- Estimating the parameters of the Poisson regression model
The parameters of the Poisson regression model are estimated according to
parametric methods, the most commonly used is (the maximum likelihood
method) and the most common nonparametric methods are (the kernel
method and the partial spline method).
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4-Maximum Likelihood method @

The parameters of the Poisson regression model are estimated by maximizing
the observations of the distribution of the dependent variable (Z), as the
maximum possibility function represents the product of the multiplication of
the conditional probability mass functions for each of the observations of the
dependent variable (Z), which follows the Poisson distribution, as shown in
the first hypothesis and as follows:

logL(8,2,X) =logIli, f(z:/x:,8) = X7, log f(z; /x,,8)  (7)

n {IIH} gEn zx7 8

_ n QW{—EE-=19~ i g™ i=1"1M )
B Zi:l E?::ng: (8)
In I{:H] = - Z:Ll E{xga}"'z;t:izix?a—zyziln{zf::] (9)

By equating equation (9) with the zero value, which is one of the conditions

for the process of maximizing the function
dlnl(8)

=Sl e+ 3 g, (10)
Thus, we note that formula (10) is non-linear and can be solved using
iterative numerical methods (Stephen Raphson’s method). Iterative creativity
Is easier to find the appropriate solution. If this method is decided to give an
initial estimated value for the parameters of the regression model é}.and thus
we obtain a second-order approximation. The logarithm of the possibility
function around the common values 8, has the following formulas:

~ ~ T ~ ~ T ~ ~

I*(66) = 1(6o) + S (6) (6+65) +1/2(8+ 8p) Hi(6)(8+6,) (11)
~ 1(8,) A

The Newton-Raphson iterative formula, considering &, as an initial estimated

value, has the following formula:

67 = 6°~[H,(8)] 5.(8,) (12)

The estimation process is stopped when the difference value (07(t+1)-(0,)") is

very close to zero.

5- Nonparametric methods for estimating the Poisson regression model®
There are many nonparametric methods that can be used to estimate the
Poisson regression model, and we will suffice with one method

Spline regression method

6- Spline regression method @&

The Spline regression method is a nonparametric method. The researcher
Osullivan was the first to use spline bootstrap models for the Poisson model
using the penalized potential function. The logarithm of the expected value of
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the response variable for the Poisson regression model is represented by the
following formula:

Log(pu(x)) = s(x) (14)

As s(x) is a function that is modeled using cubic splines according to the
formula

s(x) =25, 6, B;(x) (15)

whereas

Bi: Basis functions for cubic splines of the function

0; Slice parameters

Equation (15) can be written in another form

s(x) = B# (16)

B: represents the matrix of basis functions for cubic splines (n*k)

We conclude that the logarithm of the maximum potential function is written
according to the following formula

1(6) = Z2,[zB,; 0 — exp(B,; 6) —log(z,))  (17)

To estimate the vector of parameters 0, we use the penalty potential function
method minus the penalty term ( [ s(x))?dx, which is used to measure the
smoothing amount,

Since

s(x))"? :represents the second derivative of the function S.

The logarithm of the partial potential function is written in the following
form

Lyen (8) = 1(0) — 1/2 [ s(x))*dx (18)

To summarize the logarithm of the penal potential function, it can be
approximated to be according to the formula

Lpen (8) = 1(8) =% O7PY (19)

Since

A: represents the bootstrap parameter

To estimate the vector of parameters 0, we derive the logarithm of the penal
potential function shown in equation (19) and set the derivative equal to zero.
The solution to the system of equations is found based on the multi-stage
returned weights least squares (IRWLS) method.

(BTWB + AP) =B™WZ* (20)

Since

W: A diagonal matrix with dimension (n*n) and written according to the
following formula

W = diag[exp(B,)] (21)
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Z"*: represents a vector of values of the response variable with dimension
(n*1).
Z*=W~"Y(Y—pu)+ BO _(22)
The vector of coefficients of the partial slices (€gper) IS €stimated in the
stage (t+1) according to the following formula:
6,,,= (B"6,B+ AP) 'BTW,Z; (23)
Whereas, ﬁi‘ f;are calculated based on estimating the vector of coefficients
of the penalty segments at stage t.
4- Selection of the smoothing parameter 2D

To choose the optimal value for the smoothing parameter A, based on the
Akaikes information criterion (AIC), according to the following formula:
AIC = Dev(Z;8,2) + 2tr(S;) (24)
Since
Dev(Z;0,0): The deviation statistic represents one of the measures of
goodness of fit and is calculated according to the following formula:
Dev = Z?ZI[Zilng(%]] (25)
S;: represents the smoothing matrix and is calculated according to the
following formula
S, =B(BTWB+ AP)*B™W (27)
In addition to the Bayesian Information Criterion (BIC), which is better than
the Akiyake criterion, especially in large samples, it is calculated as in the
following formula:
BIC(A) = Dev(Z;8,A) + LN(N) + 2tr(S;) (28)
7- Comparison criteria
One of the most important comparison criteria for the Poisson regression
model and methods for estimating its parameters.
8- Mean Squared Error (MSE)®
This criterion is calculated using the following formula
_ Zit: 1(61' — ()

M
se X

Where

€ :represents the estimated value using the estimation methods.

C: represents the true value.

K: represents the number of repetitions in the estimation process.

9-The application side

A set of real data was analyzed to build a Poisson regression model and
estimate the model parameters according to parametric and nonparametric
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methods. The data was obtained from Kirkuk General Hospital with a sample
size of 110 patients, A patient represented by the number of times they have
contracted COVID-19, which serves as the response variable (Z), and four
independent variables that represent: x1:sex,age, and X2: The patient's age in
years represents,X3: Blood sugar level represents,X4: Heart rate represents.
10-Test data
Through the Easyfit program, the fit of the Poisson distribution for the
dependent variable has been verified. It has been found that the dependent
variable Z follows a Poisson distribution with parameter o = 1.527.
Table (1) and the Kolmogorov-Smirnov test results indicate a good fit for the
number of COVID-19 cases, showing that the Poisson distribution is the most
prominent distribution that the dependent variable Z can follow.

Table (1)Goodness-of-fit tests

[#3] Poisson

Kolmogorov-Smirnov

Sample Size 110
Statistic 0.188
p-Value 0.64

Rank 1

1] 0.2 0.1 | 0.05 | 0.01
Critical Value | 0.565 | 0.642 | 0.708 | 0.828
Reject? | No No No No

08

Fnix)
06

ﬂ

00 02

Figure (1):Goodness of fit for the cumulative distribution function of the
Poisson distribution and disease incidence count data
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Figure (2):Goodness of fit for the disease incidence count data
11- Detecting the presence of multicollinearity.
To detect the presence of multicollinearity among the explanatory variables,
we will find the Variance Inflation Factor (VIF) for the explanatory variables,
as shown in Table 2.
Table (2)Results of Detecting Multicollinearity Issues

Collinearity Statistics
Tolerance | VIF

928 1.077
930 1.075
880, 1.137
987 1.013

Indicates table (2) that the Variance Inflation Factor (VIF) values are less
than ten, which suggests that there is no impact from multicollinearity among
the explanatory variables.

12-Estimating A Poisson regression model

Depending On the estimation methods, the Poisson regression model will be
estimated using the parametric methods in question

- Estimation according to the maximum likelihood method

The statistical program SPSS was used to estimate the parameters of the
Poisson regression model according to the Maximum likelihood method, and
the estimation results are shown in Table (3).
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Table (3)Results of estimates of the maximum likelihood method for the
Poisson regression model
Parameter | Parameter | S.E Wald sig | Likelihood | Sig.

estimate chi-squar Ratio Chi-
squar
08 0.198 0.422 |0.219 0.639
14 0.757
,0 -0.026 0.069 |0.143 0.705 | 1.883
30 0.000 0.0023 | 0.013 0.908

20 -0.169 0.1550 | 1.196 0.274
-0.028 0.856 |0.111 0.739

In the table below, the parameters of the Poisson regression model were
estimated, as the results show that the model parameters are not significant at
the level of 0.05 according to the Wald test, meaning that there is no effect
for the five variables on the number of times infected with Corona disease,
and this is also confirmed by the Likelihood Ratio Chi test square was found
to have a non-significant value at the same level.

Table( 4 )YGoodness of fit test

value/df | person | value/df | Scal | value/df Scale
Deviance person parameters

18.906 | 105 105 105 0.180
19.221 105

The table below indicates the goodness-of-fit measures (Deviance, Pearson)
Showing that the data exhibit under-dispersion, as illustrated by the results in
the table below. Since the values of the Pearson statistic and the Deviance
statistic were lower than the degrees of freedom, the analysis was conducted
based on the Pearson statistic, and the scale parameters were estimated by
dividing the Pearson statistic by the degrees of freedom.
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Table (5)Results of estimates of the cubic spline regression method for
the Poisson regression model

Parameter | Parameter | S.E Wald sig | Smoothing
estimate stat parameter
Bo 1.278 0.109 11.674 | 0.0006 0.544
B, 0.104 0.088 0.096 | 0.756
B, 0.102 0.025 4.080 | 0.043
Bs 0.345 0.037 9.247 | 0.002
B, 0.190 0.030 6.206 | 0.012

Table (5) displays the results of the estimated values according to the spline
regression method for the Poisson model, which indicates the significance of
the estimated parameters below the 0.05 significance level based on the wald-
test value.

Table (6)Results of quality and goodness of fit measures

Method | M.S.E R?
MLK | 0.93 0.55
SPLIN | 0.416| 0.65

The above table indicates that the results of the Pseudo R-Square regression
coefficient according to the cubic spline regression method equal 0.65, which
shows the quality of the estimated Poisson regression equation. The table also
indicates that the Mean Square Error value according to the cubic spline
regression method was lower than the maximum likelihood method, reaching
0.416

13-Conclusions

1. It was found that the Poisson regression model estimated using the
maximum likelihood method was generally non-significant.

2. Based on the results of the Mean Square Error criterion in Table (6), we
conclude that the non-parametric method for estimating the Poisson
regression model is efficient and serves as a good alternative to the maximum
likelihood method.

3. In light of the results from the comparison of Poisson regression model
estimations and the cubic spline regression method, we conclude that the
spline regression method has all its parameters significant, in contrast to the
maximum likelihood method.
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4. The results showed that the values of the deviance statistic and Pearson
statistic for the Poisson regression models estimated using the maximum
likelihood method indicated that the response variables suffer from under-
dispersion, as their values were lower than the degrees of freedom, as shown
in Table (3).
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