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Abstract

The Inverse Rayleigh distribution (IRD) used in various areas of statistics such as life testing
and reliability and failure times of components tested, and healthy areas such as life times (in
months) of bladder cancer patients. We used the classical method which is represented by the
maximum likelihood estimation (MLE) and Bayes approach for the Reliability function for the
Inverse Rayleigh distribution (IRD). We assumed that the scale parameter of the IRD is random
variable, and we have two different informative prior distributions for the scale parameter of the
IRD. So, we try to determine the suitable choice of informative prior distributions in bayes analysis
for the Reliability function of the IRD at time t=t,, which are represented by Inverse Gamma -
Inverse Chi-square, Inverse Gamma - Standard Levey, Inverse Chi-square - Standard Levy
distribution as double prior distributions. We derived the posterior density for the scale parameter of
the IRD under three different double informative priors and we derived bayes’ estimators for the
Reliability function of IRD at timet=t,based on Squared Error Loss Function (SELF).A
simulation study performed to obtain the empirical results of this study, we assumed different cases
for the true values of the scale parameter of an IRD under different double prior distributions for
different sample sizes(n). A comparison is made between the results based on the minimum Mean
Square Error (MSE) criterion. We concluded that the best estimation for the Reliability function
when the true value for scale parameter is equal 0.5, under the double prior is the Inverse Gamma

and the Inverse Chi-square distribution with (a=0.5,b=3,v=10) at time t, =1.5, 2.5for sample

sizes equal to 25, 50 and 100 and the maximum likelihood estimators (MLE’s) when the true value
for scale parameter is equal 1.5 and 2.5 at time t, =0.5,1.5, 2.5, 3.5for small sample sizes. We

recommend to use the double prior of the Inverse Gamma and the Inverse Chi-square distribution,

to estimate reliability function using bayes analysis of the reliability function of IRD based on loss

functions such as quadratic loss function and he general entropy loss function and the modified

linear exponential (MLINEX) loss function to compare the accuracy of the different estimates.

Keywords: Reliability Function, Maximum Likelihood, Informative Prior, Posterior
Distribution, Squared Error Loss Function. Mean Square Error.
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1. Introduction

The Inverse Rayleigh Distribution (IRD) used in many applications in the survival analysis and
reliability problems studies. Many studies used different estimation methods of the unknown
parameter and reliability function of the Inverse Rayleigh Distribution by assuming single prior
distributions for comparison. We review some of these studies, such as Dey in 2005 [1] derived
Bayes estimators of the parameter and reliability function for the inverse Rayleigh distribution. Also
he used maximum likelihood method to estimate the parameter and reliability function. And he
derived the Credible intervals and highest posterior density intervals to the parameter and the
reliability function. He concluded that the relative error of MLE of the scale parameter and
Reliability of Inverse Rayleigh distribution were greater than those of their Bayesian estimators,
when the scale parameter is equals to 0.5 and 1 and t=1.Also, El-Helbawy and Abd-EI-Monem in
2005 [2] studied Bayes estimation to estimate the parameter of the Inverse Rayleigh Distribution
(IRD) they derived estimators of the parameter under four loss functions and study the Bayes
prediction intervals. In 2010 Soliman et al. [3] used Bayesian and non-Bayesian estimation of the
parameter of the Inverse Rayleigh Distribution. Also they derived Bayesian prediction based on a
lower record values, under exponential distribution as prior distribution for the scale the parameter
of the IRD. They noted that the best estimation of Bayesian prediction interval for the s=3, 4, 5, 6
future record when the values of the prior parameters equals to 0.5. And Dey in 2012 [4] studied
Bayes estimators for the parameter and Reliability function of an Inverse Rayleigh Distribution
under Non-informative prior distribution based on two different loss function. He noted that Bayes
estimators under the LINEX loss function is best of Bayes estimators under the squared error loss
function. In 2012 Shawkyn and Badr [5] used the maximum likelihood based on lower record
values and Bayesian estimation to estimate the unknown parameter of the Inverse Rayleigh
Distribution (IRD), the Reliability, cumulative failure rate function. They derived Bayes estimators
under Gamma distribution prior based on two different loss function and prediction interval for the
Inverse Rayleigh distribution. They concluded that the Bayes estimator for the Reliability best of
the MLEs according to the smallest MSE. And Radha in 2020 [6] discussed Bayes estimation for
the unknown parameter of Inverse Rayleigh Distribution under three different double prior as a
combination of informative and non-informative prior which are Jeffrey-Gamma, Jeffrey-Chi-
square, Gamma-Chi-square, single informative prior which is Gamma distribution. He depends on
simulation study to obtain the results of this study. He compared with these informative and non-
informative priors on the basis of posterior variances, BIC and AIC. He concluded that Bayes
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estimation for the scale parameter of Inverse Rayleigh under Gamma- Chi- Square priors best of the
other priors according to the smallest values for the Akaike Information Criterion (AIC) and
Bayesian information criterion (BIC). In 2021 Sabry et.al. [7] used classical methods and Bayesian
methods to estimate the Reliability parameter for Inverse Rayleigh Distribution. Also, they used the
maximum product of spacing and maximum likelihood estimation methods to estimate the
Reliability parameter. They introduced the maximum product of spacing under fuzzy reliability of
stress strength model to estimate the Reliability parameter. They used Monte Carlo simulation
analysis to obtain Bayesian estimators of traditional and fuzzy reliability of stress strength. They
concluded that the Maximum product of spacing estimation (MPS) method is best of the MLE and
Bayesian methods for most cases. In 2022 Rani et.al. [8] study Reliability subjected to common
stress using Inverse Rayleigh distribution if the variables be strengths of n- components under one
stress. They used Bayesian estimation under Jeffery’s prior and Exponential prior distribution. The
results of this study obtained by Matlab. They conclude that Jeffrey’s prior information is the best
estimator than with Exponential prior. They concluded that the Bayes estimator for the Reliability
under Jeffrey’s prior information is the best estimator than with Exponential prior.

In Bayes analysis requires appropriate choice of informative prior distributions for the
parameters. In 2006 Singpurwalla [9] find that it is useful to use the non-informative priors.
However, many authors used the two different kind of information as double priors in Bayes
analysis, such as Radha and Vekatesan in 2013 [10] used general uniform and inverse gamma
distribution as double priors for the unknown parameter of Maxwell distribution. They proved that
inverse gamma distribution is the posterior distribution. Also, Patel, R. and Patel, A. in 2017 [11]
derived the posterior distribution under double priors which are represented by exponential-gamma
distribution, gamma-chi-square distribution, chi-square-exponential distribution as double priors
and Gamma distribution as single prior for the unknown parameter of the exponential distribution.
They study exponential life time model under type -Il censoring. And they obtained Bayes
estimators of the parameter and Reliability at time t of Exponential life time model based on SELF.
They noted that the Bayes estimator of parameter 6 and length of its credible intervals under
Exponential-Gamma as the double prior yields smallest values of MSE.

The aim of this study, we investigate the appropriate choice of informative prior distributions in
Bayes analysis by using two different informative prior distributions of the Reliability function at
time t=t0 for the Inverse Rayleigh distribution (IRD). We have assumed the Inverse Gamma and the
Inverse Chi-square, the Inverse Gamma and the Standard Levey, the Inverse Chi-square and the
Standard Levy distribution as double priors. And we derived the posterior density using the
different double informative priors and bayes’ estimators for the Reliability function at time t=t,
of IRD based on SELF. Additionally, the classical estimator represented by the maximum

likelihood estimator. We used simulation to obtain the results of this study and comparison is made
between the results based on the Mean Square Error (MSE) criterion.

2. The Inverse Rayleigh Distribution (IRD)
The probability density function (pdf) of Inverse Rayleigh distribution (IRD) random variable t
is given by [4, 8]:

g(t )= Sztsexp(- 61t2) , t>0, 0>0 .. (1)
Where 6 > Qis scale parameter. And the cumulative distribution function (cdf) is given by:

G(t 5)=exp(- 81t2) 150, 550 . (2)
And the reliability function is given by:

R(t)=€(t)=1—exp(-$), t>0, 8§>0 .. (3)
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3. Maximum Likelihood Estimation (MLE)
Let us assumed(t,t,,...,t, ) be a random sample of size (n) of a IRD with the pdf as defined by
equation (1) [8, 12, 13],then the likelihood function of IRD is:

. ng-n "l 1 n 1
A(E\S ) =119(t;;8) =276" Iz exp(- = XL —) - (4)
i= =t 5 t:
And the log likelihood function for the scale parameter () is given by,
n n 1, 1,1
L =log(2 )—nIog(6)+Iog(g? '§Zi:1? )]

By solving the (% =0), We obtained the maximum likelihood estimator (MLE) for & is given by:

>

1
(ZP: 1T.2)

8MLE:n— .. (6)

A

By using this estimation for the scale parameter (6 ,,. ) the maximum likelihood estimator of the
reliability function of the IRD is:

R () =l-exp(-———), t>0, >0 - (7)

SyLe t*

4. Bayesian Estimation

To obtain the approximate Bayes estimates of the Reliability function of an IRD under the
informative double priors which are considered as: Inverse Gamma [14, 15]- Inverse Chi-square
distribution [15], and Inverse Gamma - Standard Levy distribution [18, 19], and Inverse Chi-square
- Standard Levy distribution. as double prior distributions. based on the Squared Error Loss
Function(SELF). We should derive the posterior distribution of the scale parameter (5)as shown in

the following sections.

4.1 Posterior Distribution
We can derived the posterior distribution of the scale parameter () of corresponding the data

obtained, by applying Bayes’ theorem as stated in the following equation [12, 13]:
(sl M1\ )IKE)
[A(t\d )Kk(8)dd
)
Where k(d)and A(d/t ) are the double prior distribution and the Likelihood function
respectively. By defining the double prior distributions for the scale parameter () of the IRD with
hyper parameters. And the posterior distribution of & can be derived bellows :

. (8

I. When the Inverse Gamma-the Inverse Chi-square as double prior distributions.
Let us defined the pdf of the Inverse Gamma distribution with hyper parameters (a,b) is given

by [14, 15]:
a’ a .
k,(0;a,0)= —— & “Pexp(—= with 5,a &b >0 ()
1 ) I(b) p( 5) > 9)
Where a>0 is the scale parameter and b>0 is the shape parameter. And the pdf of the Inverse Chi-
square distribution with (v) degrees of freedom is given by [15] :
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(v 22 /2)2 l-
I'( /2)

The double prior distribution is given by:
ki,(6;a,b,v)=k,(6;a,b)xk (5;v)

K (3;v)= 25 2 exp(- —) with dand v >0 .. (10)

~(b+1)-1-( - ) 1 \ .
k,©®; ab,v)=Q,% 2 exp(——(a +—)) with &, a,band v >0 .. (12)

Where is Q,, = (F( b))( v /2/)2) ) . The posterior distribution of & can be obtained by substituting

equation (4) and equation (11) in equation (8) as follows [12, 13]:

5 (oSG (z e —+a+05v))

W, (8 /t) = with §,a,bandv>0 ... (12)

—((b+0. 5v+n+1)+l)

j 5 p(—é(zrlt12+a+o.5v)) ds

Multiplying the integral in equation (12) by the quantity:

1
(Zinzl ?+a+0.5\/ ) (b+0.5v+n+1)

i I'(b+0.5v+n+1)

( I'b+0.5v+n+1) )

i ) whete T()is & Gamma
(Zinzl ?-l- a+05v ) (b+0.5v+n+1)

function, we obtain :

1
(Zinzl? +a+ 05 V) (b+0.5v+n+1)

1 1
W, (8/t)= 5 (0 ey (— = (X, — +a+0.5
(/9 I'(b+0.5v +n +1)h1(t; 8) P( 8 (20 t V)
with 6, a,band v >0 .. (13)
(Zin=1:-2 +a+ 05 V) (b+0.5v+n+1)
Where hi(t; 5)= J(; 1L(b EOTYED 5 (EroS) Dy (Z — +a+05v )ds=1

be the integral of the pdf of the Inverse Gamma Distribution [14, 15]. We can define the posterior
distribution of & as the Inverse Gamma Distribution with the pdf is given by:

1
(Zinzl? +a+ 05 V) (b+0.5v+n+1)

w,, (8/t)= ! § (@05 Dy "= +a+0.5
(80 T(b+0.5v+n+1) P (z e v))

with d >0, a,b,v>0 .. (14)

When the shape parameter (b+0.5v+n+1) and the scale parameter (2{;1% +a+0.5v).

I1. When the Inverse Gamma -the Standard Levy as Double Prior Distributions
As defined the pdf of the Inverse Gamma distribution with hyper parameters (a,b) in equation

(9) as follows :
b
k,(58,b)= — 5 ®Vexp(-2)  with 8,aandb>0
r'(b) 3
And the pdf of the Standard Levy distribution with scale parameter( ) is given by [16, 17] :
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1 3
K, (5:v)= (125 exp-Y) withsandy >0
27 20

. (15)
Then the double prior distribution is given by:
ki;(0;a,b,v) =k, (5;8,b)xk; (& ;¥ )
3
k(5 :aby)=0Q, 5"b*1”5exp(—1 @+) withs,aband y >0 . (16)

a‘b

I b))(ZW)Z The posterior distribution of & can be obtained by substituting
equation (4) and equation (16) in equation (8) as follows [12, 13] :

—((n+b+§)+l) 1 1
5 exp(—g(zitl?w%))]
Wi (8/)=— ey ! . (A7)
[ 5 2 exp(- (2._1—2+a+"’>)d6

Where is Q5 =(

3=0 t]

Multiplying the integral in equation (17) by the quantity:
(Z_l 2+a+05\|])(n+b+15)

( b ) ( F(n+ b+15) ), where T(.)is a Gamma function,
I'n+b+1.5) (2—1 ; +a+05y ) (n+b+1.5)
we have:
(Zi”_lt12+a +0.5y ) (b9 3
i 7((n+b+5)+1) \V
W, (0/t)= ) exp(—= _—+a+
13(8/1) 0+ b1 LBt 3) p( (Z. 4 ))
with 6, a,band\y>0 .. (18)
where:
(S +a+05y )™
I 7((n+b+5)+1) l 1 \I] .
h2(t; & d exp(-=CL—+a+-—+))dd=1, be the integral of
to)= £ [(n+b+1.5) P( 5(2‘1 o +2)) g

the pdf of the Inverse Gamma Distribution [14, 15]. We can define the posterior distribution of ¢ as
the Inverse Gamma Distribution with the pdf is given by:
(S +a+05y ) 0

| —((n+b+g)+l) 1 1
W,.( 6/t ) exp(-=C,—+a+05
15(0/t) = T(n+b+15) p( S(Zl—l 2 v))

with 8, a,band v >0 .. (19)
When the shape parameter (n+b+1.5)and the scale parameter (Zi”,li2 +a+0.5y)

When the Inverse Chi-square -the Standard Levy Distribution as Double Prior
Distributions
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As defined the pdf of the Inverse Chi-square distribution with (v) degrees of freedom in
equation (10) as follows :

PR
K (5:v)=—V 1D 5750
2 I'( v/2)
Also, the pdf of the Standard Levy distribution with scale parameter(y) as defined in equation
(15) as follows :

Xp(— %) with dand v > 0

1 3
ko (6 ;v )=(25 " 2exp(- ) withsand y>0
on 25

The double prior distribution is given by:
Kps(O5vow) =K (8;v)xKs (8 ;)

1-(2)- 1 v vy .
Kys(0v, w)=0Q,0 2 2exp(-g(5+5)) with §,vand vy >0 ... (20)

2
—(;( /2/)2) (2\'/)2 .The posterior distribution of & can be obtained by substituting

equation (4) and equation (20) in equation (8) as follows [12, 13]:

Where is Q,,=

v, 3
(042 )+ 2)H) 1 1 v vy
3 202 Texp(- = (X S+
P(S(Z,lt? 5 2))

W,, (0 /t) = with &,vand y >0 .. (22)

5 e (s b Y Ve

2 2
Multiplying the integral in equation (21) by the quantity:

v, 3
V \|] (n+(§)+§)
— 4 A% 3
(2 t2 5 2) F(n+(§)+5)
( ) ( 5—), Where T°(.) is a Gamma function
Mo+ 2 )+2) STRE RN 0
2° 2 = tf 2 2
, We have :
I (5 )+3)
(S Sto+a)
t 2 2 O+ 3 1,., 1 v vy
Wiy, (8/1) = v 3 g exp(-g(2i=1 ?+E+E))
I'(n+( 5 )+§) h3(t; 3) ‘
with 6,v and y >0 .. (22)
Where:
vy, 3
(S gyt
ha(t; 8)= | | 5 "2 Mg (-—(z,_1 t—+2+"’))d5 1, be the

0 r(n+(;)+§)

integral of the pdf of the Inverse Gamma Distribution [14, 15]. We can define the posterior
distribution of & as the Inverse Gamma Distribution with the pdf is given by:
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1y (n+( L)+
(o 72"'*"'&) 2

2 2 SGaeIt D, v oy

W23(5/t): o ('_(Zu =1 5 _+_))
F(n+(X)+§) o2 2
27 2
with 6,vand v >0 . (23)
With the shape parameter (n +( — )+—) and the scale parameter (>, = ; \g)

4.2 Bayes estimators of the Reliability Function based on Squared Error Loss Function

We use squared error loss function (SELF) to obtain Bayes estimators of the reliability
function, which is used SELF to measure the difference between the estimated and true values
squared The SELF can be defined as follows [18, 19]:

L(R R)= (R R)’
L(R, R) E(R R)? _R2- 2RE(RH) + E(R?/1)

Where R is the Bayesian estimator of the Reliability Function (R(t)) the based on SELF, that can

be achleved by mlnlmlzmg the he expectatlons of the loss function obtained as follows:
8

8R

=E(R/) , it means that

Rsayes.(t) [j R(®)w;; (6 /)d 6] with i, j=1,2,3 .. (24)

So, the RBayes of the Reliability Function (R(t))can be derived under different double priors
based on the SELF as follows:

I. Under the Inverse Gamma and the Inverse Chi-square as Double Priors.
By Substituting equation (14) in equation (24) we obtain:
(Zlnli-z +a+ 05\/) (b+0.5v+n+1)

A - 1 I
R Bayes1(t) = 1-exp(——— 8—((b+0.5v+n+1)+1)
wrea(®) = J - o8 v n e

1 1
exp(—g (Z{':l? +a+0.5v ))]ds

(Z|_1 +a+05v ) (b+0.5v+n+1)

N

R ayes. t :1—
sorest (1) aio [(b+05v+n+1)

8 —((b+0.5v+n+1)+1)

exp(—%( +Z,_lt +a+0.5v ))dd .. (25)

Multiplying the integral in equation (25) by the quantity which equal:
(iz + Zinzlig +a+05v ) (b+0.5v+n+1)

t 1
( 10 ). After simplification, we have:
tO

(72 + z?:liz +a+05 V) (b+0.5v+n+1))
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. Zill:-z"’_a_'_o'SV
R Bayesl(t) =1- [( I

1 1 )(b+0.':'w+n+l)Al(6 \ t)] ’ Where:
S+ 5 +a+05yv

0

(iz + Zinzliz +a+05v ) (b+0.5v+n+1)
ALG )= [ — i

'b+0.5v+n+1)

8—((b+0.5v+n+l)+1)

exp(——( +Z-1 o +a+05v))d8 =1

be the integral of the pdf of the Inverse Gamma Distribution[14, 15]. The Bayes estimator for
(R(b) is given by:

. Zﬁzliz+a+0.5v

Reaea(t) =1- (5 : )Eosn)with t,, a,b, vandn >0 .. (26)
S +XL 5 +a+05v
t2 t

I1. Under the Inverse Gamma and the Standard Levy Distribution as Double Prior
By Substituting equation (19) in equation (24) we obtain

(zl P t +a+0 5\|] ) (n+b+1.5)
A © 1 i

R Bayes2 (t) = .[ [1' eXp(— _2)][
=0 8

7((n+b+%)+1)

I'n+b+1.5)

1,1
exp(_g(Zi:l? +a+0.5y) )]ds
n 1 (n+b+§)
(Zi:1?+a+0.5\|/ ) 2
Ree(®) =1— | !
swez(®) =1 [ [(n+b+15)

7((n+b+g)+1)

exp(—%(— Z,,l o +a+0.5y) )dd .. (27)
0 i
Multiplying the integral in equation (27) by the quantity which equal
(t];_ + Z{‘_ltlz +a+0.5y) M09
( - 1i ) . After simplification, we have:
(rz +Y0, 5 +a+0.5y) M)
0

> tlz +a+0.5vy
N i (n+b+ )
RBayesZ(t) = 1—[(

) 2 A2(8\1)] , where:
1 .1
—+2iy5+a+05y
to t
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(

3
(n+b+=)
12+Z{‘1t12+a+0.5\|1 ) 2
O i

—((n+b+g)+1)

A2S 1) = [
=1 [(n+b+15)

exp(——( +Z,1t2+a+05\|/))d8 1

be the integral of the pdf of the Inverse Gamma Dlstrlbutlon [14, 15] .And the Bayes estimator for
(R(t)) is given by:

I
Zi:le +a+05vy st

RBayesz(t) 1- ( ) % with t,, a,b,yandn>0 ... (28)
- +Z, a7 , ta+05y

to

I11. Under the Inverse Chi-square and the Standard Levy Distribution as Double Prior
By Substituting equation (23) in equation (24) we obtain:

Y (n+( = )+)
(Chs+o+s )
. = £ 2 2 (S 3 y)
R Bayes3(t) = SJO [1‘ eXp(— 8 3 )][ v 3 o
a I'n+( = )+—=
(n (2) 2)
1 1 LV
exp(-=(XLu—+ dd
p(S(Z.,l 7 2 2))]
v, 3
v (2 )+>)
(S o+ ¥y e 3
t 2 2 (L) Sy
RBayes3(t) 1- I 3 R 272
T T )+)
2
exp(- < z,l—+ Y+ Yy)ds . (29)
8 t2 t? 2 2
Multiplying the integral in equation (29) by the quantity which equal:
v 3
\% (n+(5)+§)
+7
(T 5ty )
( ———) . And simplification, we have:
(iJrzr‘ 1l,v,v ))('”( ary
2“7 202
inzliz"‘x“‘E
n ti 2 2 (n+(X)+§)
RBayesB(t):].—[(l 1 ) 27 ZA3(5\t)] , where:
2 ?:17+X+E
2 2 2 2
3
LV (+( 3 )+2)
Gl g+ y) "
= £ 2 2 (3 )+ 3)+1)
A3 1) = | 3 5
o= F(n+(—)+§)
exp(-—( st Y Vs =1
'lti 2 2
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be the integral of the pdf of the Inverse Gamma Distribution [14, 15]. And the Bayes estimator for
(R(t)) will be as follows:

n L v,V
i=l 2
N ti 2 2 (n+(l)+§)
RBayes3(t) :1—( 1 1 v v 202 Wlthto, v, \Vand n>0 (30)
TIPS ik
t2 2 2 2

5. Simulation and Discussion

To compare the accuracy of the different estimates for the Reliability function at time t (t=t,)
of IRD using maximum likelihood estimation and Bayes’ estimation under the different double
informative priors which are represented by the Inverse Gamma-Inverse Chi-square, the Inverse
Gamma-Standard Levy and the Inverse Chi-square -Standard Levy as the double priors based on
SELF. We depend on Simulation study to obtain the results of this paper, using program was
written in matlabR2018b. Sample of sizes(n =25,50,100,150) with the true values of the scale
parameter & of an Inverse Rayleigh Distribution using several values of the true value
parameter (6=0.5,1.5,2.5).

The data of Inverse Rayleigh Distribution were generated through inverse transformation for
different samples sizes, using the quantile function from equation (2) ast; :(—8 In-iG ))“2
where G, = U, is a Uniform distribution with (0,1). Using different combinations of double priors,
with the hyper parameters(a, b, v,y) which have been selected arbitrarily as shown in Table 1:

Table 1. The values for the hyper parameters of the double priors.

No. Double priors Values for the parameter
1| Inverse Gamma - Inverse Chi-square (@a=0.5b=3,v=10)
2. | Inverse Gamma -Standard Levy (@=05b=3,y=05)
3. | Inverse Chi-square - standard Levy (v=10, y = 0.5)

In order to compute the Reliability function at time (t=t;), we assumed different values for
t=t,=0.5,1.5,25,3.5 ,with replications number of the experiments (r=5000).We depend on the
Mean Square Error (MSE) criterion.

1 5000 * )
MSE = -3 (R, (1)-R() . (31)

The empirical results for Reliability function of IRD, by using the Maximum Likelihood
Estimation (MLE) and Bayesian estimation under different double priors based on SELF and the
true the Reliability function at time (t=t,) (R(t) are summarized and tabulated in Tables (2-4).

And the estimates with the minimum MSE’s will be the best.
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Table 2. The estimated values for the Reliability Function and MSE’s of the different estimates for

the Inverse Rayleigh distribution when (6 = 0.5) and r=5000.

Bayesl Bayes? Bayes3
MLE Inverse Gamma - Inverse Gamma - | Inverse Chi-square

Inverse Chi-square Standard Levy - standard Levy
no| t=ty R(t) (@=05b=3,v=10) | (a=05b=3,y=05) (v=10, y = 0.5)
Rue® | MSE | Rev® | MSE | Ro i | MSE | Rewe=® | MSE

25 |05 |0.9997 |0.9993 |0 0.9986 |0 0.9993 |0 0.9980 |0
1.5 | 05889 | 0.5971 | 0.0054 | 0.5678 | 0.0029 | 0.6288 | 0.0062 | 0.5455 | 0.0043
25 ]0.2739 | 0.2820 | 0.0024 | 0.2636 | 0.0011 | 0.3057 | 0.0033 | 0.2500 | 0.0015
3.5 |0.1506 | 0.1560 | 0.0009 | 0.1450 | 0.0004 | 0.1708 | 0.0013 | 0.1370 | 0.0005

50 |05 |0.9997 |0.9995 |0 09991 |0 09995 |0 0.9989 |0
1.5 | 05889 | 0.5923 | 0.0028 | 0.5764 | 0.0020 | 0.6095 | 0.0030 | 0.5637 | 0.0025
25 ]0.2739 | 0.2775 | 0.0012 | 0.2679 | 0.0008 | 0.2900 | 0.0014 | 0.2600 | 0.0009
3.5 |0.1506 | 0.1531 | 0.0004 | 0.1474 | 0.0003 | 0.1608 | 0.0005 | 0.1428 | 0.0003

100 | 0.5 | 0.9997 | 0.9996 | O 0.9994 |0 0.9996 |0 0.9993 |0
15 | 05889 |0.5909 | 0.0013 | 0.5824 | 0.0011 | 0.5998 | 0.0014 | 0.5756 | 0.0012
25 | 0.2739 | 0.2758 | 0.0005 | 0.2708 | 0.0004 | 0.2822 | 0.0006 | 0.2666 | 0.0005
3.5 | 0.1506 | 0.1519 | 0.0002 | 0.1490 | 0.0002 | 0.1558 | 0.0002 | 0.1465 | 0.0002

150 | 0.5 | 0.9997 | 0.9996 | O 0.9995 |0 0.9996 | 0 09994 |0
1.5 | 05889 | 0.5900 | 0.0009 | 0.5843 | 0.0008 | 0.5961 | 0.0009 | 0.5797 | 0.0008
25 | 0.2739 | 0.2750 | 0.0004 | 0.2717 | 0.0003 | 0.2793 | 0.0004 | 0.2688 | 0.0003
3.5 | 0.1506 | 0.1514 | 0.0001 | 0.1495 | 0.0001 | 0.1541 | 0.0001 | 0.1477 | 0.0001

Table 3. The estimated values for the Reliability Function and MSE’s of the different estimates
for the inverse Rayleigh distribution when (6 =1.5) and r=5000.
Bayesl Bayes?2 Bayes3
MLE Inverse Gamma - Inverse Gamma - | Inverse Chi-square

Inverse Chi-square Standard Levy - Standard Levy
n t=t, R(t) (@=05b=3,v=10) (@=0.5b=3,y=0.5) (v=10, y = 0.5)
R MLE (t) MSE R Bayesl (t) MSE & Bayes2 (t) MSE R Bayes3 (t) MSE
25 |05 | 09305 |0.9290 | 0.0013 | 0.9500 | 0.0010 | 0.9451 | 0.0010 | 0.9391 | 0.0008
15 | 0.2564 | 0.2653 | 0.0023 | 0.3023 | 0.0041 | 0.2978 | 0.0042 | 0.2852 | 0.0026
2.5 | 0.1012 | 0.1055 | 0.0005 | 0.1224 | 0.0009 | 0.1205 | 0.0009 | 0.1146 | 0.0006
3.5 | 0.0530 | 0.0553 | 0.0001 | 0.0646 | 0.0003 | 0.0636 | 0.0003 | 0.0603 | 0.0002
50 |05 |0.9305 |0.9287 | 0.0007 | 0.9412 | 0.0006 | 0.9377 | 0.0006 | 0.9344 | 0.0005
1.5 | 0.2564 | 0.2595 | 0.0010 | 0.2800 | 0.0015 | 0.2760 | 0.0015 | 0.2707 | 0.0011
2.5 |0.1012 | 0.1027 | 0.0002 | 0.1119 | 0.0003 | 0.1102 | 0.0003 | 0.1078 | 0.0002
3.5 | 0.0530 | 0.0538 | 0.0001 | 0.0588 | 0.0001 | 0.0579 | 0.0001 | 0.0566 | 0.0001
100 | 0.5 | 0.9305 | 0.9301 | 0.0003 | 0.9368 | 0.0003 | 0.9348 | 0.0003 | 0.9330 | 0.0003
15 | 0.2564 | 0.2585 | 0.0005 | 0.2694 | 0.0007 | 0.2669 | 0.0006 | 0.2645 | 0.0005
2.5 | 0.1012 | 0.1022 | 0.0001 | 0.1070 | 0.0001 | 0.1060 | 0.0001 | 0.1049 | 0.0001

3.5 | 0.0530 |0.0535 |0 0.0561 | 0 0.0556 |0 0.0550 |0
150 | 0.5 | 0.9305 | 0.9304 | 0.0002 | 0.9350 | 0.0002 | 0.9335 | 0.0002 | 0.9323 | 0.0002
15 | 0.2564 | 0.2580 | 0.0003 | 0.2653 | 0.0004 | 0.2636 | 0.0004 | 0.2620 | 0.0003
2.5 |0.1012 | 0.1019 | 0.0001 | 0.1052 | 0.0001 | 0.1044 | 0.0001 | 0.1037 | 0.0001

3.5 [ 0.0530 |0.0534 |0 0.0551 |0 0.0547 |0 0.0544 |0
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Table 4. The estimated values for the Reliability Function and MSE’s of the different estimates

for the inverse Rayleigh distribution when (6 = 2.5) and r=5000.

Bayesl Bayes?2 Bayes3
MLE Inverse quma - Inverse Gamma - | Inverse Chi-square
Inverse Chi-square Standard Levy - Standard Levy
n | =t R() (a=05b=3,v=10 | (a=05b=3,y=05) (v=10, y = 0.5)
Rue® | MSE | Res® | MSE | Ry oy | MSE | Rewes® | MSE
25 (05 [0.7981 | 0.7986 | 0.0040 | 0.8555 | 0.0057 | 0.8354 | 0.0045 | 0.8351 | 0.0041
1.5 | 0.1629 | 0.1677 | 0.0010 | 0.2032 | 0.0028 | 0.1917 | 0.0021 | 0.1905 | 0.0018
25 [0.0620 |0.0641 |0.0002 | 0.0789 | 0.0005 | 0.0741 | 0.0004 | 0.0736 | 0.0003
35 [0.0321 [0.0333 |0 0.0411 | 0.0001 | 0.0386 | 0.0001 | 0.0383 | 0.0001
50 (05 [0.7981 |0.7995 | 0.0020 | 0.8323 | 0.0027 | 0.8195 | 0.0022 | 0.8199 | 0.0021
1.5 | 0.1629 | 0.1657 | 0.0005 | 0.1846 | 0.0010 | 0.1779 | 0.0007 | 0.1778 | 0.0007
25 | 0.0620 | 0.0632 |0.0001 | 0.0710 | 0.0002 | 0.0682 | 0.0001 | 0.0682 | 0.0001
35 [ 00321 [0.0328 |0 0.0369 |0 0.0354 |0 0.0354 |0
100 | 0.5 [ 0.7981 | 0.7992 | 0.0010 | 0.8169 | 0.0012 | 0.8096 | 0.0011 | 0.8100 | 0.0010
1.5 | 0.1629 | 0.1644 | 0.0002 | 0.1741 | 0.0004 | 0.1705 | 0.0003 | 0.1706 | 0.0003
25 | 0.0620 |0.0626 |0 0.0666 | 0.0001 | 0.0652 |0 0.0652 |0
35 [0.0321 |[0.0325 |0 0.0346 |0 0.0338 |0 0.0338 |0
150 | 0.5 | 0.7981 | 0.7982 | 0.0007 | 0.8104 | 0.0008 | 0.8053 | 0.0007 | 0.8056 | 0.0007
1.5 | 0.1629 | 0.1636 | 0.0002 | 0.1701 | 0.0002 | 0.1677 | 0.0002 | 0.1678 | 0.0002
25 [0.0620 |0.0623 |0 0.0650 |0 0.0640 |0 0.0640 |0
35 (00321 [0.0323 |0 0.0337 |0 0.0332 |0 0.0332 |0
In general, we observed that the true the reliability function at time t (R(t)) is:
- Decrease as t increase for fixed values of sample size (n).
- Fixed as sample size (n) increase for fixed t.
for all the assumed values of the true scale parameter (6=0.515,25)0f IRD. From the

empirical results for Reliability function of IRD, which are listed in tables (2 -4). We see that
e The Maximum Likelihood estimation (MLE) is given the minimum MSE’s when the
8=15,25 atall times(t, =0.51.5,2.5, 3.5) for the sample size n= 25, and at times t, =1.5for

the sample size n=50,100. See tables (3 - 4).
e The Bayes estimation under the double priors of the Inverse Gamma - the Inverse Chi-square
distribution with (a=0.5,b=3,v=10) is given the smallest MSE’s when (5=0.5) at all

times (t, =1.5,2.5, 3.5) for n=25, and at timest, =1.5,2.5for n=50,100. See table (2).

e The MLE and the Bayes estimation under the all double priors are given the same value for the
MSE when:

- The 6 =0.5at timet, =0.5for n=25,50 and at time t, = 0.5,3.5for n=50,100.See table (2).

- The § =1.5,2.5at time t, =3.5for n=50,100 and at time t, =0.5,3.5for n=50,100 and at time
t, =1.5for n=150. (See tables (3-4)).

- The 6=1.5,2.5at time t, =2.5,3.5for n=150. (See tables (3-4)).

- The 6 =2.5at time t, =1.5for n=150. (See table (4)).
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e The MLE and the Bayes estimation under the double priors of the Inverse Gamma - the Inverse
Chi-square distribution with (a=0.5,b=3,v=10) and the Inverse Chi-square and standard

Levy distribution with hyper parameters (v=10, y=0.5) are given the same value for the
MSE when $ =1.5,2.5at time t, = 2.5for n=50,100 .(See table (3-4)).

e The MLE and the Bayes estimation under the double priors of the Inverse Gamma - the Inverse
Chi-square distribution with (a=0.5,b=3,v=10) and the Inverse Chi-square and standard

Levy distribution with hyper parameters (v=10, y=0.5) are given the same value for the
MSE whend =1.5at time t, =0.5,1.5for n=150 .and when & = 2.5at time t, =0.5for n=150 .

e The Bayes estimation under the double priors of the Inverse Gamma - the Inverse Chi-square
distribution with (a=0.5b=3,v=10) and the Inverse Chi-square and standard Levy

distribution with hyper parameters (v=10, y=0.5) are given the same value for the MSE
when & =0.5at time t, =1.5,2.5for n=150 .

e The MLE and the Bayes estimation under the double priors the Inverse Chi-square and
standard Levy distribution with  (v=10,y=0.5) are given the minimum MSE when

d=1.5,25attime t, =0.5,1.5for n=100 .

6. Conclusion

In this paper, we discussed the classical method which is represented by the Maximum
Likelihood Estimation (MLE) and Bayes estimation method for the Reliability function of the
inverse Rayleigh distribution (IRD).We obtain Bayes estimators under three different informative
double prior selection in Bayesian modeling which are the Inverse Gamma - the Inverse Chi-square
distribution and the Inverse Gamma -the Standard Levy distribution and the Inverse Chi-square- the
Standard Levy distribution as double prior distributions based on the Squared Error Loss
Function(SELF).We observed that The MSE’s decreases as n increases. Also the MSE’s decreases
as o increases using all estimation methods, (See tables (2-4)).
And we see that

e The Bayes estimators under the double prior of the Inverse Gamma and the Inverse Chi-

square distribution with (a=0.5b=3,v=10) based on SELF when &=0.5for

t, =1.5,2.5and n=25, 50, 100 is superior to the other methods with respect to the minimum
MSE measure.

e All estimation methods( MLE and Bayes estimation) have the same value with respect to the
minimum MSE measure when & =0.5at timet, =0.5and all (n), and for t, =1.5,2.5 at time
t, =3.5and n=50, 100 and t, =1.5, 2.5 at time t, = 2.5, 3.5 for n=150.

e The MLE’s estimate perform better than the Bayes estimates when §=1.5,2.5 at all
times(t,) for the sample size n=25, and at timet, =1.5,2.5 for n=50, and at time t, =1.5

for n=50, and at time t, =1.5 for n=100.

7. Recommendation

From the empirical results of bayes estimators for Reliability function of IRD, we recommend
to use different loss functions such as quadratic loss function and he general entropy loss function
and the modified linear exponential (MLINEX) loss function to compare the accuracy of the
different estimates for bayes estimators of the reliability function, under the double prior of the
Inverse Gamma and the Inverse Chi-square distribution.
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