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Abstract:-

The purpose of this work is to use Wave net and genetic algorithms
for the prediction of the presented an original initialization procedure for
the parameters of feed-forward wavelet networks, prior to training by
gradient-based techniques.

Genetic algorithm global optimization techniques can be providing
near optimal value for learning rate, translation, dilation, and hidden nodes.
Then the net work can be learning in short learning time (reduce %50 from
number of iteration) with desired accuracy is more than the desired
accuracy without using genetic algorithm.

Then it uses the genetic algorithm method to determine a set of best
wave net whose translation and dilation parameters with optimal value of
learning rate. The hidden nodes are used as initial values for subsequence
training. The results show high accuracy in classification and recognize of
color medical images convert as gray level of applying of (WN).

Keywords: - Genetic algorithm ,Neural Network ,Back Propagation

Algorithm, Wavelet

1. Introduction:

Intelligent systems cover a wide range of technologies related to hard
sciences, such as modeling and control theory, and soft sciences, such as
the artificial intelligence (Al). Intelligent systems, including neural wavelet
networks (NWN), and wavelet techniques, utilize the concepts of
biological systems and human cognitive capabilities. The major drawbacks
of these architectures are the curse of dimensionality, such as the
requirement of too many parameters in NWNSs, the use of large number of
wavelets, and the long training times, etc. These problems can be
overcome with network structures, combined two or all these systems [1]
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Wavelets are mathematical functions that cut up data into different
Frequency components, and then study each component with a resolution
matched to its scale. The fundamental idea behind wavelets is to analyze
the signal at different scales or resolutions, which is called multiresolution.
Wavelets are a class of functions used to localize a given signal in both
space and scaling domains. A family of wavelets can be constructed from a
mother wavelet. Compared to Windowed Fourier analysis, a mother
wavelet is stretched or compressed to change the size of the window. In
this way, big wavelets give an approximate image of the signal, while
smaller and smaller wavelets zoom in on details. Therefore, wavelets
automatically adapt to both the high-frequency and the low-frequency
components of a signal by different sizes of windows. Any small change in
the wavelet representation produces a correspondingly small change in the
original signal, which means local mistakes will not influence the entire
transform. The wavelet transform is suited for nonstationary signals
(signals with interesting components at different scales) [2].

This makes wavelets interesting and useful.

They therefore do a very poor job in approximating sharp spikes. But with
wavelet analysis, we can use approximating functions that are contained
nearly in finite domains. Wavelets are well-suited for approximating data
with sharp discontinuities [1].

In the present paper a network initialization procedure that takes
advantage of the properties of discrete wavelet frames in order to improve
the training efficiency of continuous wavelet frames. It will be focus on
wavelet frames rather than on orthogonal wavelet bases, this is because the
letter must comply with conditions that are seldom feasible.

The present the wavelet networks will be present first in addition to
their architectures and the principle of the training. The difference between
discrete and continuous wavelet frames will be emphasized, since both
approaches will be used at different stages of wavelet network training.
After outlining the problem of parameter initialization of a wave net. The
genetic algorithm, and subsequently describe the proposed method.
Finally, a data base library image takes to experimental the ability of
network.

Wavelet theory is a useful tool for function estimation and signal
processing. However, wavelets are usually limited to small dimensions
because constructing and storing wavelet basis of large dimension is very
difficult. In recent years, neural networks, which can handle problems of
large dimensions efficiently, are introduced into the wavelet theory.
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The combination of wavelet theory and neural networks has led to
the development of wavelet networks. Wavelet Networks (WN) are feed
forward neural networks using wavelet as activation function. WN has
been used in classification and identification [3].

2. Review of Wavelet Network

The origin of wavelet networks can be traced back to the work by
Daugman (1988) in which Gabor wavelets were used for image
classification. Wavelet networks have become popular after the work by
Pati (1991, 1992), Zhang (1992), and Szu (1992). Wavelet networks were
introduced as a special feed forward neural network. As mother wavelet,
they use the following function [4]:

W(ayb):|a|_1/21//£(xgb)},a>0,b€93 ----------- @)

Where:
@}: The parameter is the dilation (scaling) parameter
b} : The translation (shifting) parameter,

(1/va): The constant is used for energy normalization across
different scales,

‘R . The vector space of real numbers.

Both the dilation and translation parameters (a&b) vary

continuously over:R, as mentioned above, with the constant
(a=# 0).

The wave-net algorithms consist of two processes: the self-
construction of networks and the minimization of error. In the first process,
the network structures applied for representation are determined by using
wavelet analysis. The network gradually recruits hidden units to effectively
and sufficiently cover the time-frequency region occupied by a given
target.

Simultaneously, the network parameters are updated to preserve the
network

Topology and take advantage of the later process. In the second
process, the approximations of instantaneous errors are minimized using an
adaptation technique based on the LMS algorithms. The parameter of the
initialized network is updated using the steepest gradient-descent method
of minimization. Each hidden unit has a square window in the time-
frequency plane. The optimization rule is only applied to the hidden units
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where the selected point falls into their windows. Therefore, the learning
cost can be reduced [4], [5].
2.2 Proposed neural Wavelet Network (NWN)

The term “wavelet” as it implies means a little wave. This little wave
must have at least a minimum oscillation and a fast decay to zero, in both
the positive and negative directions, of its amplitude. This property is
analogous to an admissibility condition of a function that is required for the
wavelet transform. Fig.la is an example of a wavelet called “Morlet
wavelet” named after Jean Morlet, the inventor [6].

Sets of “wavelets” are employed to approximate a signal and the goal
Is to find a set of daughter wavelets constructed by a dilated (scaled or
compressed) and translated (shifted) original wavelets or mother wavelets
that best represent the signal. So, by “travelling” from the large scales
toward the fine scales, one “zooms in” and arrives at more and more exact
representations of the given signal.

Figs. (1a,b, c and d) display various daughter wavelets where a is a
dilation and b is a translation corresponding to the Morlet mother
wavelet[6].

The mother wavelet must satisfy the following admissibility condition and
any admissible function can be a mother wavelet.

a=1, b=0 a=3, b=0
1 1
o.5 0.5
5 -0 .5 .
W [1] 1 ] [x] 10
[&)]
1 a=0.4, =0 1 a=1, b=5
o.5 0.5
5 -5
[1] 1 ] W 10

Fig. 1. Dilated and Translated Morlet Mother Wavelets.
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Where: - H (o) is the Fourier transform of h (t).

The constant C,, is the admissibility constant of the function h(t).

The wavelet transform of a function f with respect to a given
admissible mother Wavelet h(t) is defined as:

o0
wf (a,b)= [ f(t)h+a,b(t)dt———————— ©)
—00
Where * denotes the complex conjugate. However, most wavelets
are real valued. The daughter wavelets are generated from a single mother
wavelet h(t) by dilation and translation:

hab (t)=%h[(t;b)j --------------------- @)

Where a>0 is the dilation factor and b is the translation factor [6].
In 1958, Rosenblatt demonstrated some practical applications using the
perceptron. The perceptron is a single level connection of McCulloch-Pitts
neurons sometimes called single-layer feed forward networks. The
network is

Capable of linearly separating the input vectors into a pattern of
classes. In such an application, the network associates an output pattern
(vector), and information is stored in the network by virtue of
modifications made to the synaptic weights of the network [3]. Fig.2
illustrates perceptron, which is described by:

N
yi=f( _ZiNIJXJ —Vi)——— ()
J:
Where i =1, 2... M (output nodes), j =1, 2... (Inputs).
Rosenblatt derived a learning rule based on weights adjusted in

proportion to the error between the output neurons and the desired output
(target). The weight adaptations are given by

Aw;;(n) = plyi() —y ()l * () — — ——— —— — (6)

Where i =1, 2... M (output nodes), j = 1, 2... N (inputs), y"; is the desired
output at node i of time n and p is a learning rate.
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Wavelet transform have proven to be very efficient and effective in
analyzing a very wide class of signals because of their attractive feature.
Wavelet transform describes signals in terms of their local shifts. Thus,
they provide a time-frequency representation, the generation of wavelets
and a calculation of all wavelet expansions employing summation, not

integrals, that is well matched to be implemented by digital computers [1].

Fig. 2. Single-Layer Perceptron Feedforward
2. 3 Wavenet networks Structure:

ANNs are mathematical constructs that try to mimic biological
neural systems. Over the years, ANNs have become recognized as
powerful pattern recognition techniques. The networks are capable of
recognition spatial, temporal or other relationships and performing tasks
like classification, prediction and function estimation. The structure of
wavenet networks shown in Fig 3 [4][7].

(o)

Cn LinS?.r.PAUEPUt
Inputs Layer of wavelets
Considered that, ﬁigﬁbwavl%ﬂfés%tﬁf'cﬂ‘\ée bias to the network.
X Xni represent gray level value which taken from read the
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medical data base library. ao. .. ... .. anj input weight from input layer

to output layer. ¢y . ¢ni activation function as bases mother
matrix, the base function considered as Mexican function, which defined:

$(x) =1~ X)exp(~0.5*X2)———————— (7)
Where x (new)=(x old)-translation/dilation
Translation and dilation optimal or best value taken from genetic
algorithm generation. ¢, ... . CNw output weight from hidden
layer or wavelets layer to output layer. For every input vector there is a
target out given by designer (Supervised). The feed process to find actual
output as:
Ny N
actualoutput =y(x)= z C J¢J (X)+ Z QX ————— ($))
J_
Wavelet networks training consists in minimizing the usual total sum
Squares error TSSE:

TSSE(6) == 1 § > (tR—yM2 9)
n:1 P
Where 0 includes all network parameters to be estimate by genetic
algorithm: hidden nodes, Learning rate, translations, and dilations. The
connection weight direct from input to output and weight from layer
wavelets and output initialize randomly using Gussian distribution curve to
give value between —1 to 1 except the zero [8][9].

3. Genetic Algorithm:

Genetic algorithms (GAs) are search procedures based on the
mechanics of natural selection and natural genetics. The GAs work as
follows (Fig. 4): first code each individual in the search space as a finite-
length string (chromosome), which consists of the characters (genes) 1’s
and 0’s. A set of the chromosomes is a population. Second evaluate each
chromosome with the fitness by an objective function (fitness function).
Third apply basic operations to the population of the chromosomes. The
basic operations compose of selection, crossover, and mutation. Selection
Is an operation which selects the chromosomes according to their fitness
values. The higher the chromosome’s fitness value is, the higher its
probability to produce offsprings into the next generation is. Crossover
creates new chromosomes by swapping genes of parent chromosomes for
each pair of selected chromosomes. Mutation changes the gene of the
chromosomes with a probability (mutation probability), 1 to 0 and O to 1.
This process is repeated until termmal canditions are satisfied.[10]
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Initialize a bast population of
chromosomes

v

Determine the fitness of each
chromosome

v

Satisfy the ending
condition

Obtain the best
solutions

Reproduce the chromosomes
According to the fitness value

y

Recombine new chromosomes by
Crossover and mutation

Fig 4: Basic step finding the by solution by GA

3.1 The Chromosome Encoding Structure

Since the CT matrix is a signed real-valued matrix, the real value
encoding is used for chromosomes representation. Since the CT is a 3x3
matrix, the chromosome should contain nine genes. The CT matrix and its
chromosome encoding that is used in this work is given in Equation (10)

and (11).
Cll CIE CIB

CT =|Cyy €y Cos e (10)
CSI CSE CSS

CT _Chromosome =[C;,C5,C3:C1:C5,C55 €5 Co3Ca3] .o (11)

It must be noted that the encoding shown above is performed via a
double vector and not a binary string. For more information on how to use
double vectors asGA chromosomes the reader is referred to [11][12]

3.2 The Fitness Function
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The fitness functions are applied to assess the effectiveness of each
GA generated CT matrix which is denoted as GA. fitness function is
formulated based on the theoretical and mathematical knowledge Root
Mean Squared Error (RMSE) Let f be an MxN image and f' is the
corresponding reconstructed image after compressing and decompressing

of image f, then the RMSE is given by:
I— M N

lMNZZ[fr:x y) = f ) == — = — - (12)

x=1y=1

The fitness function assigns to each individual in the population a
numeric value that determines its quality as a potential solution. The fitness
denotes the individual ability to survive and to produce offspring. In our
case, the fitness is the number of regions that can be coded with RMS error
less than a fixed value. The RMS is the distance between the region and
the domain block determined by its coordinates and the proposed algorithm
has been evaluated on various images with different sizes. The following
results are obtained for 32x32 image. We present the obtained results for
different configurations of error limit, number of iterations and population
size. [13]

3.3 Basic components, a GA works as follows.

It starts by using the initialization procedure to generate the first
population. The members of the population are usually strings of symbols
(chromosomes) that represent possible solutions to the problem to be
solved. Each of the members of the population for the given generation is
evaluated, and, according with its fitness, it is assigned a probability to be
selected for reproduction.Using this probability distribution; the genetic
operators select some of the individuals. By applying the operators to
them, new individuals are obtained. The mating operator selects two
members of the population and combines their respective chromosomes to
create offspring. The mutation operator selects a member of the population
and changes some part of its chromosome. The elements of the populations
with the worst fitness measure are replaced by the new individuals. The
algorithm continues until some termination criteria[10][13].
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5.1 Experiment results:

5.2 Genetic Wavenet algorithm:

The algorithm applied as:
Step 1: Function to be optimized (Minimum error)

TSSE = % (target output — actual output) ® (13)
Where Target output given by designer, Actual output calculates using the
flowing equation: -

Ny I\Ii
actualoutput=y(x)= > c.¢.()+ > X, (14)
=1 K=o
Weight (new) = Weight (old) + A weight (15)

The important parameters in above equation are Learning rate,
number of hidden nodes (because we considered momentum rate =zero),
Translation, and dilation.

Step 2: Phenotype to Genotype conversations.

In genetic algorithm, the phenotypes (parameter of problem) are
usually decoded to genotype (genetic parameters), we used binary
genotype as the shown in figure below:

. _Hidden
Translation Nodes N

200 2750 111 X mmmmmmmmmomoomoomommommom T mTmm T X

175 2500 110

150 2250 101

125 2000 100

100 1750 o011

75 1500 010

50 1250 001

25 1000 000 - X

v

B 000 001 010 011 100 101 110 111

0.05 0.12 019 022 065 0.3
138 160 182 200 Dilation
72 116 Learning rate
B: Binary, D: Decimal

Fig6: Discretization of the search space using binary representations.
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Step 3: Chromosome Formulation

Once the genotype is defined, the strings are concatenated to form the
chromosome of the function. Length of chromosomes which used = 12
(can be represent as 000 100 101 110).

Step 4: Population Formulation

A set of these chromosomes forms the population. (Considered Population
size =8) then:

000101101111

POP [0] = 011 100 010 011
111 011 000 101

010 110000 111

Step 5: Generations.

Next the optimization operators are applied to the population and based on
certain criteria the population is altered. This iteration takes the search to
the next generations.

5.3 implementation results:

Considered ten medical color images with size (100x100), cross over
rate=0.167, mutation rate=0.05;popsize = 8,length of chromosomes 12,
binary genotype , 1000 wave lone, Morlet function search for best value
of Translation, Dilation, Learning rate, and hidden nodes.

Table 1: Responses of Genetic algorithm.

Population Learningrate | Hidden | Translation |  Dilation Fitness
Generation One
Popl] 0.079 1276 32 72 0.25
[Lchrom]
Pop[2] 0.073 2125 112 124 0.026
[Lchrom]
Pop3] 0.064 1161 78 60 0.004
[Lchrom]
Pop[4] 0.165 2500 101 114 0.001
[Lchrom]
Pop[5]
[Lchrom] 0.165 1465 40 76 0.842
Pop6] 0.063 1276 32 86 0.09
[Lchrom]
Pop[7] 0.063 1748 88 124 0.013
[Lchrom]
Pop8] 0.165 1161 88 76 0.00004
[Lchrom]
Generation Two
Population Learning rate Hidden Translation Dilation Fitness
Pop[1] 0.069 1276 40 124 0.0007
2. \ ALJA-&J;Y‘ 2 ( \ ﬂ‘ b \1< 2 | NN
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Population Learning rate Hidden Translation Dilation Fitness
Generation One
[Lchrom]
Pop[2] 0.073 2125 112 60 0.0066
[Lchrom]
Pop[3] 0.064 1161 111 124 0.036
[Lchrom]
Pop[4] 0.165 2500 76 76 0.000041
[Lchrom]
Pop[5] 0.165 1161 76 76 0.000041
[Lchrom]
Pop[6] 0.063 1276 32 124 0.029
[Lchrom]
Pop[7] 0.063 1748 111 86 0.0093
[Lchrom]
Pop[8] 0.075 1000 25 100 0.046
[Lchrom]

Table 2: Result obtained best and worst solution.

Best fitness | 0.0012 0.0004 0.00004 0.00004 0.00004

Worst fitness | 0.842 0.036 0.026 0.032 0.015
generation 0 2 4 6 8

9 -

8 -

7 -

6 -

5 -

—o—Worst fitness

* =l—generation

3 -

2 -

1 -

O T T T 1

1 L 0.0005 0.001 0.0015

Fig. 7 Relationships between worst fitness with number of generation
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Training parameters for data base library for Ten color images (100x100)
Hidden = (output + input)/2=1000, Learning rate=0.07,  Desired
accuracy=90%
Where x (new) = (xold — t)/d, t: translation, d: scaling.
Number of wave-lone = 1000.

Type of wavelet i Number of
function Equation TSSE iteration
Pologl F(x)=-x exp (-0.5%x?) 0.066 30
Morlet F(x)=cos(wox) exp(-0.5x%) 0.033 15
Polog4(mexicanhat) F(X)=(1-x%) exp (-0.5*x?) 0.0044 60

The learning epoch will terminate when the desired normalized error of
0.033 is reached. Figure 8 will describe the results of the wave net network
performance employing Morlet.

B - WEIGHTS wit) DILATIONS aft) TRANSLATIONS bi1)
0.8 WEIGHTS wit) 10.1 DCILATIONS aity 80 TRANSLATIONS b3} 08 10.2 0
T T T

(5]
(=]

-0.8 2.2 o e
1] 20 40 o 20 40 0 20 40

J 0 100

Fig. 8. a Wavenet Parameter Updates with 15 Morlet Wavelets  Fig. 8b. Wavenet Parameter Updates with 25 Morlet Wavelets
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002 C T T

0.07 - i
006+ i
0.0cF i

0.04 =

Mean-Zquare Ermar

0.03 | .

0.02 - .

0.01 1% .

] 5] 1I_lIIZI 180
[ter=tion
Fig 9 Mean-Square Error per learning iteration
Figs.8a and 8b group the learning performance of the wavenet network
using 15 and 25 Morlet wavelets, respectively. We can conclude that the
Wave net network composed of more wavelets can reach initial
convergence With reference to the number of iterations very rapidly.
However, to reach the desired error goal 0.033, networks with a large
number of wavelets cannot converge easily and the error performance
starts to oscillate.

6. Conclusion:

In this paper, an advanced wavelet network, called Neural Wavelet
Network is presented as an interesting alternative to wavelet networks.
This technique absorbs the advantage of high resolution of wavelets and
the advantages of learning and feed-forward of neural networks. The
algorithm of function identification is designed and implemented using
Matlab 7 and Visual ¢ tool. It can be concluded that this structure
achieves an approximation assuming reasonable choice of the number of
wavelets and mother wavelet basis functions.

The Neural Wavelet Network (NWN) structure is implemented and
an example of a recognize color medical images is carried out to verify this
implementation. The Neural Wavelet Network is proved to recognize a
color medical image Artificial Neural Network (ANN) has some problem;
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such as number of hidden unit, value of learning rate, initial weights. The
traditional method (such as trial and error) to find optimal these values is
spent in time and the result is not accurate. Wavelet neural network was
used the powerful of wavelet transformation to reduce the number of
iteration in the learning phase. But need to find the optimal or best value to
the translation and dilation parameters, which used in the transformation.
Genetic algorithm (GA) can be also used to find the nearest initial weight
to the feed forward back propagation algorithm. Note the noise in the color
medical images can be acceptance in the level below to 30%.

In general, several generations (successive applications of the
operators) are applied. A new population is the result of each generation. If
the GA functions the user should notice an improvement in the general
fitness of the populations.
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