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Abstract 
   In this paper, a new pitch extraction method is established to be employed in 
improving the performance of the eigenvoices problem. This required indexing the 
pitch of the voice in a document matrix and then mapping the voice documents into 
preserved semantic features. The proposed voice recognition system was built to be 
operated in two phases; enrollment and recognition. Closed dataset of different 
voices belong to different sexes and ages of speakers were enrolled in the first 
phase. The results of the recognition phase were promising of about 81% for both 
sexes. This ensures the successful recognition task and the efficiency of the 

proposed system.        
Keywords: pitch period, speaker recognition, eigenvoices. 

د�ليةتمييز اصوات المتكلمين بناءاً على ا�رشفة ال

  الخ�صة
في ھذا البحث، اعُتمدت طريقة جديدة �ستخ�ص نمط نغمة الصوت من اج�ل توظيفھ�ا لتط�وير 

وھ�ذا تطل�ب ارش�فة ا�نم�اط الص�وتية . اداء منظومة تمييز ا�صوات المبنية على مسألة القيم الذاتي�ة
بُني�ت المنظوم�ة . حويل الوثائق الصوتية ال�ى ص�فات معنوي�ة محفوظ�ةفي مصفوفة وثائقية ومن ثم ت
ت�م تجمي�ع اص�وات مختلف�ة تع�ود لمتكلم�ين ذوات . التجمي�ع والتميي�ز: المقترحة لتعم�ل بط�ورين ھم�ا

% 81اجناس واعمار مختلفة، كانت نتائج طور التمييزواعدة حيث اعطت درجة تمييز تقدر بحدود 
.ح عملي�������ة التميي�������ز وكف�������اءة المنظوم�������ة المقترح�������ةلك�������� الجنس�������ين وھ�������ذا يؤك�������د نج�������ا

Introduction 
oice is a combination of 
physiological and
behavioral biometrics. The 

features of an individual’s voice are 
based on the shape and size of the 
appendages (e.g., vocal tracts, mouth, 
nasal cavities, and lips) that are used 
in the synthesis of the sound. These 
physiological characteristics of human 
voice are invariant for an individual, 
but the behavioral part of the voice of 
a person changes over time due to 
some factors; age, medical condition 
(such as a common cold), and  
Emotional state, etc. These factors 
affect the way of pronouncing a text,  

So that the voice recognition system is 
called text dependent or independent 
[4]. In general, voice recognition is 
biometric modality that uses an 
individual’s voice for recognition 
purposes; voice is not very distinctive 
and may not be appropriate for some 
applications [1]. A text-dependent 
voice recognition system is based on 
the utterance of a fixed predetermined 
phrase, such as that used in the 
present work. A text-independent 
voice recognition system recognizes 
the speaker independent of what 
he/she speaks. such system is more 
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difficult to design than a text-
dependent system but offers more 
protection against fraud. A 
disadvantage of voice based 
recognition is that speech features are 
sensitive to a background noise; such 
system should uses filters in a 
preprocessing stage [5]. 
The voice recognition may perform 
two tasks: identification or 
verification. A voice identification 
system gets a test utterance as input. 
The task of the system is to find out 
which of the training speakers made 
the test utterance. So, the output of the 
system is the name of the training 
speaker, or possibly a rejection if the 
utterance has been made by an 
unknown person. For a system which 
does a verification of an utterance, the 
input is the speech signal to be 
verified as well as the name of the 
trained speaker who is to be verified. 
The expected result is a yes/no-
decision: The acceptance of the test 
utterance if it does originate from the 
proclaimed speaker, and vice versa 
[11]. In voice identification, a training 
phase is required. For example; valid 
users of the system need to be 
enrolled. During the enrollment 
procedure, the system 'learns' the 
person it is supposed to identify. 
Voice samples of the user are required 
for this training phase. During the 
later identification process, the system 
  compares another recorded utterance 
(called test data) to the training ones. 
The desired output of the system is 
the name of one of the training 
speakers, or a rejection if the test 
utterance stems from an unknown 
person. The enrolled dataset may be 
open or closed. If the system is 
provided with the information that all 
possible test utterances belong to one 
of the persons that have been learned 

by the system that means a 'closed set' 
of training speakers. If a test utterance 
may be originating by a person that 
has not been shown to the system 
before, and the system is able to 
include the new voice samples, i.e. 
update the dataset, then an 'open set' 

of speakers is found [11].                  
Problem Statement 

The conventional voice 
recognition methods extract the short-
time acoustic features from the voice 
signal and Gaussian mixture models 
or neural network models are trained 
to estimate the distribution of the 
feature vectors in higher dimensional 
space [2]. The advantage of such 
modeling is its simplicity and 
fastness, but it is still making a weak 
recognition score. Eigen problem is 
then employed to capture the higher 
level knowledge present in the speech. 
Eigenvoices enhanced the 
performance of the voice recognition 
systems but the recognition score does 
not improved well [3]. 

We thought that the 
improvement of the eigenproblem 
ability for voice recognition needs to 
find a feature mapping such that the 
distance measure between any two 
voices is preserved as much as 
possible. In turn, the use of accurate 
features make the computations are 
complex and the slot time is longer. 
The late of decision making is an 
actual problem should be faced in the 
field of interest. In this paper, we 
address this challenge by indexing the 
voice signal in the pitch space and 
then mapping the pitch documents 
into eigen space to produce a semantic 
features used for the purpose of voice 
recognition. 

Related Work and Contribution 
Recognition of voices has 

obtained increasing attentions in 
recent years. Most studies were based 
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on extracting some recognizable 
features in the frequency domain, 
since they are more robust than the 
features of the time domain. 
Literatures states there are different 
recognizable features are adopted or 
suggested. In the following sections 
we describe the head research lines 
and our contribution in the field of 
study: 
Related work 
Eigenvoice based methods have been 
shown to be effective for fast speaker 
adaptation when only a small amount 
of adaptation data is available. In [1], 
the principal component analysis 
(PCA) employed to find the most 
important eigenvoices. An adapted 
speaker recognition model found by 
the kernel eigenvoice method resides 
in the high-dimensional kernel-
induced feature space, which cannot 
be mapped back to an exact preimage 
in the input speaker supervector 
space. The segmental eigenvoice 
method in [2] has been providing 
rapid speaker adaptation with limited 
amounts of adaptation data. In this 
method, the speaker-vector space is 
clustered to several subspaces and 
PCA is applied to each of the 
resulting subspaces. A soft-clustering 
method is proposed in which each 
element in a speaker vector can be 
assigned to more than one cluster. 
Then, those elements far apart from 
any of the clusters are removed. The 
experiments showed 3.3% average 
improvement when only 10 utterances 
are used. Also, Eigenvoice (EV) 
speaker adaptation in [3] has been 
shown effective for fast speaker 
adaptation when the amount of 
adaptation data is scarce. 

The maximum a posteriori 
eigen-decomposition (MAPED) is 
suggested in [4] to improve the 
eigenvoices speaker adaptation. The 

linear combination coefficients for 
eigenvector decomposition are 
estimated according to the MAP 
criterion. By incorporating the prior 
decomposition knowledge. It is shown 
MAPED is able to achieve better 
performance than maximum 
likelihood eigen-decomposition 
(MLED) with few adaptation data. 
The adaptation of covariance matrices 
of the hidden Markov model (HMM) 
is exploited in the eigenvoice 
framework. In [5], the conventional 
Maximum Likelihood Eigen-
Decomposition (MLED) method 
(ML) criterion and suffers from the 
unrealistic assumption made by HMM 
on speech process, so alternative 
schemes showed more efficiency to 
improve the performance of the voice 
recognition. The proposed method in 
[6] is an EM procedure based on a 
novel maximum likelihood 
formulation of the estimation problem 
which is similar to the mathematical 
model underlying probabilistic 
principal components analysis. It is 
enable to extend eigenvoice/EMAP 
adaptation in a natural way to adapt 
variances as well as mean vectors. It 
differs from other approaches in that it 
does not require that speaker 
dependent or speaker adapted models 
for the training speakers be given in 
advance. Accordingly, the method is 
applied directly to large vocabulary 
tasks even if the training data is sparse 
in the sense that only a small fraction 
of the total number of Gaussians is 
observed for each training speaker [6]. 

Real-life speaker verification 
systems are often implemented using 
client model adaptation methods is 
discussed in [7], since the amount of 
data available for each client is often 
too low to consider plain maximum 
likelihood methods. While the 
Bayesian maximum A Posteriori 
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(MAP) adaptation method is 
commonly used in speaker 
verification, other methods have 
proven to be successful in related 
domains. An experimental 
comparison between three well-
known adaptation methods, namely 
MAP, maximum likelihood linear 
regression, and eigenvoices is 
reported. All three methods are 
compared to the more classical 
maximum likelihood method, and 
results are given for a subset of the 
1999 NIST speaker recognition 
evaluation database. 
Contribution 

In this paper, we propose a 
new framework to discover the 
relational rules for the voice 
recognition based on eigen problem 
using short time temporal feature 
"pitch". This framework consists of a 
formal model definition and a three 
stages algorithm for recognition. We 
modify the classical way of eigen 
problem (that be requisite input whole 
the speech signal into eigen 
computation) by input just the pitch 
period, so that the created recognition 
system becomes feasible (fast and 
accurate) for recognizing a query 
voice from huge dataset. We also, 
propose a suitable similarity measure 
incorporating the quantitative 
meaningful features (eigen value) 
with the qualitative features (eigen 
vectors) to get a potential recognition 
decision. 
Eigen Theory 

The mathematics of the 
eigenproblem are relatively recent but 
the real-world knowledge of the 
concepts have been known for a lot 
longer. In the following the 
achievements history and 
mathematical representation of 
eigenproblem are explained: 
 

Idea Behind Eigen Problem 
For old age, the idea of 

talking to one another using a string 
stretched tightly between two cans has 
been tried by children. The vibrations 
in the voice will transfer to the string. 
Basically a string that you strike will 
vibrate and that will produce tones 
and overtones. The oscillating shape 
that a specific vibrating string takes 
and the associated pitch of the tone 
are characteristic (eigen in German) to 
the string. These depend on the length 
and cross-section of the string, on the 
material of which the string is 
composed and on the tension on the 
string. Hence the natural shape of the 
vibrations and the natural pitch of the 
tones are termed natural or eigen 
modes, or eigenvibrations, and natural 
or eigen frequencies, respectively [7]. 
The string (or any natural object) has 
its own system of eigenvibrations and 
eigenfrequencies. In mathematics 
these are referred to as eigenfunctions 
and eigenvalues. The eigenfunctions 
associated with strings are simple sine 
called harmonic oscillations (while it 
becomes a composition of sines at 
different phases for human vocal 
tracts). If we consider the 
displacements of the string at discrete 
points then we have a vector of 
values; the eigenvector [8] [9]. There 
are many different numerical methods 
to estimate the eigenvector and 
eigenvalue, the most reliable and 
robust one is the power method [10] 
that used in the present work. 
Mathematical Representation 

If [ A] is a n × n matrix, then 
[X] ≠0 is an eigenvector of [A] if 
[A][X ] = λ[X ], this is eigen equation 
where λ is a scalar and [X] ≠0 . The 
scalar λ is called the eigenvalue of 
[A]and [X] is called the eigenvector 
corresponding to the eigenvalue λ, to 
find the eigenvalues of a n× n matrix 
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[A], we can adapt the eigen equation 
to be as follows. 
[A][X ] = λ [X ] 
[A][X]   - λ [X ] = 0 
[A][X ] -[ I ][X ] = 0      … (1) 
([A]-[λ ][ I ])[X ] =0 
 
Now for the above set of equations to 
have a nonzero solution, i.e., 
 
det([A]-[I])=0             … (2) 

 
This left hand side can be expanded to 
give a polynomial in λ solving the 
above equation would give us values 
of the eigenvalues. The above 
equation is called the characteristic 
equation of [A]. For a [A] n×n matrix, 
the characteristic polynomial of A is 
of degree n (n roots) given by eq.(2). 
It should for [A] to identify all the 
following eigen theorems: 
 
λn+c1λn-1+c2λn-2+…+cn=0   … (3) 

 
4.3-Eigen Theorems 
1. If [ A] is a n × n triangular matrix – 
upper triangular, lower triangular or                       
diagonal, the eigenvalues of [A] are 
the diagonal entries of [A] . 
2. if [ A] is a singular (noninvertible) 
matrix then λ= 0 is an eigenvalue of 
[A]. 
3. Both [A] and [A]T have the same 
eigenvalues. 
4. Eigenvalues of a symmetric matrix 
are real. 
5. Eigenvectors of symmetric matrix are 
orthogonal, only for distinct 
eigenvalues. 
6. │det (A)│is the product of the 
absolute values of the eigenvalues of 
[A] . 
Proposed Approach 

The concept of multi-stage 
query processing and metric index 
structures have been used to model 
the proposed approach. We claim that 

these stages can beneficially be 
combined and that, through the 
combination, a significant speed up 
and efficient voice recognition system 
can be achieved. The proposed voice 
recognition system operated in two 
phases: enrollment and recognition as 
Fig (1) shows. 

The enrollment is an offline phase 
in which the voice features of all the 
dataset are collected in a codebook 
file for purpose of recognition. 
Whereas the online recognition goes 
to compare the recognition features of 
the query voice with that stored in the 
codebook, then it makes a recognition 
decision based on the comparison. In 
the following, we demonstrate the 
preprocessing stage that aims to 
priory preparing the voice signal, and 
indexing stage that make to archive 
the voice feature, the last stage is 
mapping the archive into semantic 
features for purpose of features 
comparison based recognition. The 
following subsections explain the 
sequenced stages of the proposed 
approach. 
Preprocessing 
One of the most important 
characteristics of the voice signal is 
the regularity of its general shape, this 
includes the pitch of the signal. The 
pitch is related to the tonic pattern of 
the voice, it is useful for voice 
recognition. Pitch is the periodic 
portion of the signal that repeats itself 
with same shape and different 
amplitude. Fig (2) shows a voice 
signal of a spoken utterance and its 
pitch period of such voiced utterance. 
Because the noise is usually mixing 
with the signal in most the frequency 
bands, the voice samples should pass 
through a multi-bands filter before 
extracting the pitch period. Such that, 
the preprocessing stage consists of 
two steps; filtering and pitch 
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extraction, both are explained with 
details in the following subsections: 
Step 1: Voice filtering, the noise is 
naturally found in the speech signal 
due to the digitization process or 
external effects such as another voice 
source. Such noise can potentially 
deviate the recognition precision. Two 
filters are used to discard the noise 
from the signal, they are; 
i. Zero-crossing filter: which 

responsible on discarding the noise 
existing in the high frequency band. 
Let Fi represents the successive 
frames of the voice signal, then Fi 
is noisy and should be discarded if 
the number of transitions (N) across 
the offset (offset=127) is greater 
than 0.3 of the frame size (w=100 
sample), otherwise Fi is useful 
signal. The mathematical 
representation of such filter are 
given as follows: 
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ii. Average power filter: The main 

function of this filter is to discard 
the unvoiced regions existing in the 
voice since the signal in such 
region has low amplitude, which 
make the noise almost dominants 
on the behavior of the frame. This 
is achieved by computing the 

average power (
__

F ) of current 

frame (Fi), and then check if  
__

F  
less than a threshold (Tr) then Fi is 

noisy and should be discarded, 
otherwise Fi is accepted as useful 
signal. The mathematical 
relationships given as: 
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Step 2: Pitch extraction 

The pitch is extracted using a 
new proposed method, which consists 
of following five steps; 
i. Extract the fluctuations (which are 

the difference between the current 
value and next one in the speech 
signal), store them in a vector V. 

ii. Detect the max positive peak in the 
V, and determine the position (S1) 
of its first peak value. 

iii.  Detect the second max positive 
peak, and determine the position 
(S2) of its first peak value. 

iv. Store the values in between the 
positions S1 and S2 in a vector P as 
the pitch period. 

v. Up/down sampling the vector P to 
make its number of elements equal 
to m, this is done by adding an 
average between any two values to 
complete its length (i.e. L=|S2-S1| 
becomes m). 

Indexing and Mapping 
The eigenproblem uses the 

numerical linear algebra as a basis for 
information retrieval. Thus, we 
employed eigenproblem as a tool to 
index the pitch period in order to 
solve the voice recognition problem. 
The procedure of the indexing is 
carried out by coding the pitch period 
as a sequence of samples, see Fig (3). 
Then, the coded pitch can be 
understood as a normalized vector of 
an m-dimensional space, where m 
denotes the number of pitch values 
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(attributes). Let the symbol B denotes 
m×n term-document matrix related to 
m term (pitch keywords) in n 
documents (voice samples). So that, 
the (i,j) element of the term-document 
matrix A represent the pitch value of 
i th term in the j th voice sample 

The eigenproblem based features 
mapping involves the eigenvalue and 
eigenvector of A, which still is very 
memory and time consuming 
operation. The use of just the pitch 
instead of the whole voice signal in 
the indexing leads to reduce the 
computation time and needed memory 
size, such that the operation being 
faster even at large data collection. 
The mapping of the non-square matrix 
B by the eigenproblem of BTB (where 
T refers to the transpose superscript) 
using power method can be obtained 
very effectively. The indexed pitch 
features in the B are now mapped into 
new semantic ones represented by 
eigenvalue and eigenvector for each 
pitch sample as Fig (4) shows. 
Data Enrollment and Recognition 

The dataset is of closed set 
data type, the enrollment phase 
includes collect the semantic features 
of whole the voices samples in a 
database file called codebook. The 
eigenvalues are stored as the first 
column in the codebook, while the 
eigenvector are stored after that in m-
columns. Since the set of points 
(eigenvector) in the recognition is 
more descriptive than the single point 
(eigenvalue), such that both 
eigenvalue and eigenvector are 
employed together in the voice 
recognition task. Hence, the 
recognition phase including a 
quantitative and qualitative 
comparison for the semantic features 
between the query voice and the voice 
samples stored in the codebook as 
shown in Fig (5). 

In order to increase the precision of 
making the recognition decision, 
variant weights (w1 and w2) are 
assigned to the contribution of both 
eigenvalue and eigenvector to issue 
the recognition decision. Decision 
making is based on the percent (Cj) of 
the j th similarity measure (Sj) as 
follows: 

∑
=

−+−=
R

i
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q
i
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j XX
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wwS
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j
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Where, the superscript q and c refer to 
the query and codebook references, Sj 
is the j th similarity measure between 
the query voice and j th voice in the 
codebook, λq and λc are the first 
recognition semantic features 
(eigenvalues) of the query and 
codebook voices sequentially, while 
Xc and Xc are the second recognition 
semantic features (eigenvectors) of 
the query and codebook voices. 
Experiment and Evaluation 

To test the general 
applicability of the proposed 
approach, the voice recognition 
system was built to distinguish the 
query voice in between dataset. All 
processing were implemented in 
visual basic 6.0 and the experiments 
were run on a computer with Dell 1.7 
GHz processor and 2 GB main 
memory under windows operating 
system. The recognition system was 
implemented as described in section 
(5). In the following an explanation 
about input/output details and the 
evaluation of the proposed system: 
Input voice dataset 

The voices dataset are 
recorded by media player under 
windows operating system with an 
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attributes of 22 kHz sampling rate, 
mono, and 8 bit resolution. The 
recorded dataset contains 50 speech 
wave files taken by 10 speakers; male, 
female, and children, they speaking 
the same utterance 5 times. The 
recording time of each speech (wave) 
file was about 2 second, the collection 
of the files required about 2 MB of 
RAM, i.e. 41 kB for each. 
Output results 

The extracted pitch was found 
taking different shapes when different 
speakers are pronounce same 
utterance, whereas the shape of the 
pitch was approachly remaining 
similar whenever the same speaker 
says same utterance at different 
records. Fig (6) shows the shapes of 
the pitch for two sample voices at two 
different records. 

It is found that L=200 samples 
length of the pitch period is exhibit 
both male and female voices. Such 
that if the length of the pitch belong to 
a specific voice is greater than 200 
sample then the pitch should be down 
sampled to be 200 sample length, also 
when the pitch is less than 200 sample 
then the pitch should be up sampled to 
make its length  200 sample. It is 
found the rank value (R=5) of a 
document matrix in the eigen 
computations showed good results for 
eigen voice computations. Fig (7) 
shows the recognition scores of the 
proposed system versus voice samples 
at which w1=0.3 and w2=0.7, it is 
noticed that the average estimation of 
the recognition score reaches to about 
81% for whole the ten speakers 
contributed in the dataset.Power 
method is one of the effective 
methods used to find the largest 
eigenvalue in an absolute sense. This 
eigenvalue needs to be distinct, such 
that a 

scaling step will be included in the 
eigenvalues computations. Also, a 
tolerance error will govern the stop 
condition of finding the optimal 
eigenvalues. The algorithm of the 
power method is given as follows: 
1. Assume a guess [X (0)] for the 
eigenvector in [A][X ] =λ[X ] 
equation. One of the    entries of [X (0)] 
needs to be unity. 
2. Find [Y (1) ] =[A][X (0)] 
3. Scale [Y (1)] so that the chosen unity 
component remains unity.[Y (1)] =λ (1) 
[X (1)] 
4. Repeat steps (2) and (3) with [X] = 
[X (1)] to get [X (2)]. 
5. Repeat the steps 2 and 3 until the 
value of the eigenvalue converges. 
If Es is the pre-specified percentage 
relative error tolerance to which you 
would like the answer to converge to, 
keep iterating until 

st

tt

E≤×−
+

+

1001

1

λ
λλ

      … (4) 

Where the left hand side of the above 
inequality is the definition of absolute 
percentage relative approximate error, 
denoted generally by Es A pre-
specified percentage relative tolerance 
of 0.5×102-m implies at least m 
significant digits are current in your 
answer. When the system converges, 
the value of λ is the largest (in 
absolute value) eigenvalue of [A]. 
Evaluation 

In the current computer 
implementation of eigen problem 
based indexing and mapping, a careful 
computation treatment was found 
needed especially with that related to 
the variables precision and the 
normalization of eigen values. 
Thereby, the numerical experiments 
indicate quite optimistic availability 
of the proposed algorithm for 
automated voice recognition system. 
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It was shown the recognition 
results vary with the amount of the 
dependency of the recognition 
parameters, where the experiment 
showed the recognition results was 
greatly depending on eigen vector 
than eigen value, and the recognition 
score was relatively increased by 
increasing the dependency on eigen 
vector. This refers to that the 
descriptive information carried by 
eigen vector is clearly shown and 
comparable than that of eigen value. 
The reason behind that is because the 
eigen vector is a set of points which 
can pictures more detailed 
information through its behavior. In 
correspondence, same detailed 
information were embedded in the 
eigen value, which cannot be shown 
in the recognition. As a result, one can 
see the eigen vectors of different 
voices take different shapes as Fig (8) 
shows, and it were approachly similar 
for same voices. 

It is noticeable that the sum of the 
overall differences between the eigen 
vectors belong to different voices was 
large and vice versa. This indicates 
the similarity between the voices. 
Since the similarity measure used to 
distinguish between two voices was 
descriptively simple (just MSE), the 
good results referred to high 
robustness of the eigen vector to 
recognize the voice samples. In 
comparison, the eigen values showed 
an acceptable results less than that of 
eigen vectors, because of the eigen 
value is an individual value of limited 
variety. In spit of the eigen value 
carried the same information related 
to the meant voice, it cannot describe 
the difference between different voice 
samples well. 

It seen that the shapes of eigen 
vectors for different voices were 
distinguishable since the difference 

between them are relatively great, 
which give the ability for the eigen 
vector to recognize the voices. It 
found the shapes of eigen vector differ 
with the sex of speaker. The eigen 
vectors of male speaker was 
absolutely different than that of 
female speakers. The distinguishing 
between the female and child voices 
was found decreasing comparing with 
that of male voices, but it is still 
giving respect recognition score. It 
thought the shape of the eigen vector 
varying with the tone variety of the 
voice, which in turn varying with the 
voice sharpness (i.e. vary with sex of 
speaker), which of course refers to the 
variety with the frequency of the 
voice. 
Conclusions and Further Work 

The ability of the eigen vector to 
recognize different voices with 
acceptable precision score indicates 
the efficiency of the eigen problem to 
perform the voice recognition task. 
The successful application of both the 
indexing and mapping of voice 
features ensures that the problem of 
voice recognition exhibits the eigen 
problem. For further work, one can 
use the singular value decomposition 
as a semantic indexing method to 
improve the results of the present 
research. The most interest 
establishment is that the stable 
behavior of the semantic features 
leads to make robust recognition 
decision. 
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(a) Voice signal               (b) Pitch period 
 

Figure (2) The voice signal and pitch period of 
voiced utterance. 
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Figure (3) Indexing of the pitch vector into term-document matrix. 
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Figure (6) the pitch period of two different voices 
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                                              Figure (8) Normalized eigen vectors of the ten tested voices. 
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 Figure (7) The recognition score of the ten tested voices. 

  


