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Abstract 
This work, efforts are concentrated on solving the problem of decoding 

binary cyclic code, using hamming neural network. Therefore, this work 
shows the ability of hamming network in solving one of the important 
problems in coding theory. It presents the results of applying hamming 
network as a decoding algorithm for cyclic code. The results prove the 
relative efficiency of hamming network in decoding large linear cyclic 
codes compared with other decoding algorithms.  
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 ستخدام شبكة  الهامنك في تحليل الشفرة الدورية الثنائيةا
الخ�صة

ش���بكه  م���ن خ����ل اس���تخدامالدوري���ة الثنائي���ة  ترك���ز ا�ھتم���ام عل���ى مش���كلة تحلي���ل الش���فرات
ف����ي ح����ل واح����دة م����ن المش����اكل  الش����بكةيوض����ح البح����ث إمكاني����ة . لخ�ي����ا ا'عص����ابالھامن����ك 

 ش���بكة الھامن���كت���م اس���تخدام نت���ائج ھ���ذا البح���ث لجع���ل . كبي���رة ا'ھمي���ة ض���من نظري���ة الترمي���ز
 أيض����ات����ائج برھن����ت الن. للش����فرات الدوري����ةالمعتم����دة ف����ي ھ����ذا العم����ل كخوارزمي����ة تحليلي����ة 

. الكبيرة مقارنة مع خوارزميات تحليلية أخرىالدوريةقدرتھا على تحليل الشفرات 

1-Introduction 
n recent years, the demand
for efficient and reliable
digital data transmission 

systems has been accelerated by 
the increasing use of automatic 
data processors and the rising 
need for long range 
communications. One of the 
serious problems in any high-
speed data transmission system 
is the occurrence of errors. To 
control these errors, there are 
three techniques in use [1,2,3]. 
1-Echo checking 
2-Automatic repeat request 
(ARQ) 
3-Forward error correction 
(FEC)  
2-Types of Errors 

     On memory less channels, the 
noise affects each transmitted 
symbol independently. 
Hence transmission errors occur 
randomly in the received 
sequence, and memory less 
channels are called (Random 
Error Channels), such as satellite 
channel. The codes devised for 
correcting such errors called 
Random error correcting 
codes. 
   On channels with memory, 
noise is independent from 
transmission to another, hence 
errors occur in clusters or bursts 
and called Burst Error channels, 
such as radio channel. The codes 
devised for correcting such errors 
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called Burst error correcting 
codes [2].      
3-Linear block codes 
• An (n,k) linear block code is a 
k-dimensional subspace of a 
finite field Fn . 

     Sums, differences, and scalar 
multiples of codewords are also 
codewords. 

    • A group code over an    additive 
group G is closed under sum and 
difference. 

   • An (n,k) LBC over F = GF(q) has 
M = qk codewords and rate k/n. 

   • A linear block code C can be 
defined by two matrices. 
o Generator matrix G: rows of G 
are basis for C, i.e., C = {mG : m 
Є Fk }   
o  Parity-check matrix H span 
C┴, hence C = {c Є  Fn : cHT = 
0} 

   • The Hamming weight of an n-
tuple is the number of nonzero 
components. 

   • The minimum weight w* of a 
block code is the Hamming 
weight of the nonzero codeword 
of minimum weight. 

   • The minimum distance of every 
LBC equals the minimum 
weight: d* = w*. 

   • The minimum weight of a linear 
block code is the smallest 
number of linearly dependent 
columns of any parity-check 
matrix [4,5]. 
4-Bounds on minimum 
distance 
    The minimum distance of a 
block code is a conservative 
measure of the quality of an error 
control code. 

   • A large minimum distance 
guarantees reliability against 
random errors. 

   • However, a code with small 
minimum distance may be 
reliable—provided the 
probability of sending codewords 
with nearby codewords is small. 
   We use minimum distance as 
the measure of a code’s 
reliability because: 

   • A single number is easier to 
understand than a 
weight/distance distribution. 

   • The guaranteed error detection 
and correction ability are 
o detection: e = d* -1         

(4.1) 
o correction: t <= [(d * -1)  

(4.2) 
   • Algebraic codes covered in 
the course are limited by 
minimum distance—these codes 
cannot correct more than t errors 
even if there is only one closest 
codeword [3,5]. 5-Binary Cyclic 
Codes 
     Cyclic codes are a subset of 

the class of linear block codes 
which satisfy the following 
Description:  

• If the components of  an n-
tuple v=(v0,v1,…,vn-1) are 
cyclically shifted i    
  places to the right , the resultant 
n-tuple would be 
v(i)=(vn-i,vn-i+1,…,vn-1 , v0,v1,…,vn-i-

1).          (5.1) 

• Cyclically shifting v  i  places to 
the right is equivalent to  
    cyclically shifting v n-i places 
to the left. 

• An (n,k) linear code C is called 
a cyclic code if every cyclic shift 
of a    
  code vector in C is also a code 
vector in C [1,6].  
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6-SyndromComputation  

• Let  r= ( r0,r1,…,rn-1 ) be the 
received vector. The syndrome is 
calculated as         

      s = r. HT             (6.1)                                    
, where H is the parity-check 
matrix. 

• If syndrome is not identical 
to zero, r is not a code vector and 
the presence of errors has been 
detected. 

• Dividing r(x) by the 
generator. Polynomial g(x), we 
obtain  
  r(x)= a(x)g(x) + s(x)      (6.2)                                                                                                                  
•  The n-k coefficients of s(x) 
form the syndrome s. we call s(x) 
the syndrome. 
• If C is a systematic code, 
then the syndrome is simply the 
vector sum of the received parity 
digits and the parity-check digits 
recomputed from the received 
information digits. 
Let s(x) be the syndrome of a 
received polynomial r(x). Then 
the remainder s(1)(x) resulting 
from dividing  x s(x) by the 
generator polynomial g(x) is the 
syndrome of  r(1)(x), which is a 
cyclic shift of r(x)[6]. 7-The 
Hamming Network 
    The Hamming network is a 
straightforward associative 
memory. It calculates the 
Hamming distance between the 
input pattern and each memory 
pattern, and selects the memory 
with the smallest Hamming 
distance. The network output is 
the index of a prototype pattern 
and thus the network can be used 
as a pattern classifier. The 
Hamming network is used as the 
classical Hamming decoder or 

Hamming associative memory. It 
provides the minimum-
Hamming-distance solution.  
The Hamming network has a J-
N-N layered architecture, as 
illustrated in Fig. 2. The third 
layer is called the memory layer, 
each of whose neurons 
corresponds to a prototype 
pattern. The input and hidden 
layers are feed forward, fully 
connected, while each hidden 
node has a feed forward 
connection to its corresponding 
node in the memory layer 
.Neurons in the memory layer are 
fully interconnected, and form a 
competitive sub network known 
as the MAXNET. The MAXNET 
responds to an input pattern by 
generating a winner neuron 
through iterative competitions. 
The Hamming network is 
implicitly recurrent due to the 
interconnections in the memory 
layer [7]. 
 
 
Hamming Network Algorithm 
[7,8] 
 
Step1. Assign Connection 
Weights and Offsets 
                 
   In the lower subnet: 
         Wij=Xj

i/2,θj=N/2,                 
(7.1) 
     0 ≤ i ≤ N-1,    0 ≤ j ≤ M-1 
                 
  In the upper subnet: 
                  
          tkl =     1,   k = l 
                    -є ,  k  ≠ l,є<1/M,   
(7.2) 
                   0 ≤ k, l ≤ M-1 
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   In these equations wij is the 
connection weight from input i to 
node j in the lower subnet and θ 
is the threshold in that node. The 
connection weight from node k to 
node l in the upper subnet is  tkl 
and all thresholds in this subnet 
are zero. Xj

i is element i of 
exemplar j.  
Step2. Initialize with Unknown 
Input Pattern 
    
                 
   µj(0)=ft(Σwijxi-θj)                     
(7.3) 
                       
           0 ≤ j ≤ M-1 
 
   In this equation µj(t) is the 
output of node j in the upper 
subnet at time t, xi is element i of  
the input ,and ft is the threshold 
logic nonlinearity. Here and 
below it is assumed that the 
maximum input to this 
nonlinearity never causes the 
output to saturate.  
 Step3.Iterate until 
Convergence 
 
 µ(t+1)=f t(Σµ(t)–єΣµk(t))              
(7.4) 
                            
             0 ≤ j,k ≤ M-1 
       
   This process is repeated until 
convergence after which the 
output of only one node remains 
positive. 
 
Step4.Repeat by Going to 
Step2 
8-System Overview  
   This system, which is 
presented in this work for 
decoding binary cyclic codes, is 

based on hamming network as 
mentioned earlier. Thus, the 
main components of this system, 
which we call Hamming 
Network for Decoding Binary 
Cyclic Code (HN_DBCC), are 
shown in figure (3). 
8.1 Code Specifications  
   The code specifications involve 
the information needed by the 
HN_DBCC system. In this work, 
the description of system needs 
to be entered: 

- length of the code(n). 
- length of the information bits(k). 
- error correcting capability(t). 
- parity check matrix for this 
code(H). 

 
9-Hamming Network 
algorithm to Decoding Cyclic 
Code 
  Step1: Define the list of the 
codeword accepted in the code: 
Example: code6 (cyclic code (15, 
1, 7)) 
   0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  
   1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Step2: Save the accepted 
codeword in exemplar array. 
Exemplar(0) -1 -1 -1 -1 -1 -1 -1 -
1 -1 -1 -1 -1 -1 -1 -1 
Exemplar(1) 1 1 1 1 1 1 1 1 1 1 1 
1 1 1 1 
 Step3: Assign connection 
weight & offset in the lower 
subnet this mean the  Learning 

stage  
by computing the equation (7.1)  
θj=N/2=7.5         where N=15 
Wij = Xj

i /2    where    0 ≤ i ≤ 15,    
0 ≤ j ≤ 2 
 
Weight(0) -0.5 -0.5 -0.5 -0.5 -0.5 
-0.5 -0.5 -0.5 -0.5 -0.5 -0.5 -0.5     

                      -0.5 -0.5 -0.5 

N-1 
 

i =0 

 
 

k ≠ j 

Codeword 
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Weight(1) 0.5 0.5 0.5 0.5 0.5 
0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 
.0.5 0.5                                                                          

 Step4: Assign connection 
weight & offset in the upper 

subnet                       
by computing the equation (7.2) 
  Step5: Initialize with Unknown 
received code this mean the     

Testing stage  by Compute the 
equation(7.3)          Examples: 
1-Unknown received code with 
no errors 
Ex1:    1 1 1 1 1 1 1 1 1 1 1 1 1 
1 1  
2- Unknown received code 
with 3 burst error 
  Ex2:    1 1 1 1 1 0 0 0 1 1 1 1 
1 1 1  
 
3- Unknown received code 
with 3 random error 
 Ex3:    1  1 0 1 1 1 0 1 1 1 1 1 
1 1 0   
       

Step6:  Compute the equation 
(7.4)  

Step7:  Iterate step6 until correct 
the received                

Step8: when the received code 
correct display the message 
corrects and no of Exemplar 
match with that code define in 
the step1. 
Show the examples in the step4 
and show the output in this 
bellow: 
Ex1: The unknown received code 
match the exemplar (1) in the    
Iteration (1)         
Ex2:  The unknown received 
code match the exemplar (1) in 
the Iteration (32)                
Ex3:  The unknown received 
code match the exemplar (1) in 
the Iteration (156) 

10-Experimental work 
1- Use the cyclic in this work as 
shown in table (1)  
2- The experimental results of 
using traditional method  to 
decoding as shown in  
table(2),figure(4) 
3- The experimental results of 
using hamming net to decoding 
as shown in       
 table(3),figure(5) 
11-Results 
1- Relative efficiency of 
hamming network in decoding 
large linear cyclic codes 
compared with other decoding  
     
2- The hamming network needs 
less storage space to implement. 
It   is only require   
to storing some codeword 
 
3- When the numbers of errors is 
less than (t), then the hamming 
net is relatively    efficient to 
correct them.                                                                                  
 4- Hamming net efficient to 
correct burst errors than random 
errors.                    
 5- Some times when input the 
unknown received code this code 
probabilit match   with more than 
one   codeword.  
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Code 
No. 

n k t Generator matrix Parity check 
matrix 

Code 3 15 3 2 G (x)=1+x3+x6+x9+x12 H (x)=1+x3 
Code 4 21 3 3 G (x)=1+x3+x6+x9+x12+x15+x18 H (x)=1+x3 

Code 5 15 2 4 
G (x)=1+x+x3+x4+x6+x7+x9+ 
x10+ x12+x13 

H (x)=1+x+x2 

Code 6 15 1 7 
G (x)=1+x+x2+x3+x4+x5+x6+x7 

+x8+ x9 +x10+ x11+x12+ x13 + x14 H (x)=1+x 

Code 7 21 1 10 
G (x)=1+x+x2+x3+x4+x5+x6+x7 + 
x8+ x9 +x10+ x11+x12+ x13+x14+ 
x15+ x16+ x17+x18+x19+x20 

H (x)=1+x 

Code 8 24 1 11 
G (x)=1+x+x2+x3+x4+x5+x6+x7+ 
x8+x9+x10+ x11+x12+ 13+x14+x15+ 
x16+  x17+x18+ x19+x20+x21+x22+x23 

H (x)=1+x 

Table (1) Code Developed in the Experimental Work 
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Table (3) Total Search Space in Hamming Network 

Table (2) Total Search Space in Traditional Method 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Codes N T Total 

Code1 15 2 120 

Code2 21 3 1561 

Code3 15 4 1940 

Code4 15 7 16383 

Code5 21 10 1048575 

Sum  1068592 

Average  152656 

Codes N T Iteration Total  

Code1 15 2 13.6 108.8 

Code2 21 3 66.5 465.5 

Code3 15 4 57.473 229.892 

Code4 15 7 180.538 361.076 

Code5 21 10 5605 5605 

Sum  5923.111 6770.268 

Figure (1) A communication schema 
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Figure(3) The flowchart of HN_DBCC 

  
                    Output (Valid After MAXNET Converges)  

                                  y0    y1            yM-2        yM-1 
  

                                  

  

  

  

            
  
  

INPUT (Applied At Time Zero)  

 
Figure (2) [7,8] A feed-forward Hamming net maximum likelihood classifier for 

binary inputs corrupted by noise. The lower subnet calculates N minus the 
Hamming distance to M exemplar patterns. The upper net selects that node with 

the maximum output.  All nodes use threshold-logic nonlinearities never 
saturate. 
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Figure (4) Total Search Space in Traditional Method  
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Figure (5) Total Search Space in Hamming  Net  
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