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Abstract

The optimization problems usually need specific techniques to solve, therefore
many approaches and methods were proposed to solved such problems, but there are
many difficulties (limitations) still faced the problem solvers such as how to reach the
solution (or solutions) with high performance and efficiency or with more accuracy
results or with suitable behavior.

Thus the artificial intelligence tools are considered the best tools that can be used to
solve the optimization problems, because the Al tools must decide two important
aims: the problem reduction and the guarantee of solutions which lead to less the
effect of the difficulties (limitations) and give more suitable criteria in performance,
efficiency, and behavior. The swarm inteligent techniques are considered the most
modern Al techniques which contains many approaches that are used to solve
optimization problems with high performance and efficiency and suitable behavior

In this paper a specific study is made to the behavior of the swarm intelligence
techniques and evaluates its performance to solve various problems, then there is a
presentation to a scientific comparative section in which many approaches is
presented that used different swarm intelligence techniques such as Ant Colony
Optimization (ACO), Bees Algorithm (BA), and Particle Swarm Optimization (PSO)
to solve various optimization problems and them make a comparison among them in
term of behavior and performance. Finally we reach to scientific discussion and
conclusions that distinguish among the presented approaches to prove that the swarm
intelligence techniques success in solving practical, important, and applicable
problems with high performance, efficiency, and special behavior.
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I ntroduction

The evolutionary  computation
provides approaches for doing
global and local search
simultaneously. The main
evolutionary paradigms are: evolution

strategies, evolutionary programming,

swarm intelligence, genetic
algorithms, and genetic programming.
They conduct probabilistic

population-based search which is a
powerful tool for broad exploration
and local exploitation of the mode
space. The population-based strategy
is an advantage over other global
search algorithms such as simulated
annealing and tabu search, which
works with only one hypothesis at a
time, and over agorithms for local
search that perform only narrow
examination of the search space
Ther stochastic character is an
advantage over the heuristic Al and
machine learning algorithms that also
search with one hypothesis. [1]

All biological systems result
from an evolutionary process. The
sophistication, robustness, and
adaptability of biological systems
represent a powerful motivation for
replicating the mechanisms of natural
evolution in the attempt to generate
software and hardware systems with
characteristics comparable to those of
biological systems.

Even in the context of problem
solving,  artificial  evolution is
sometimes criticized by engineers
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Because it contains dements of
randomness and lacks formal proofs
of convergence proper of other,
model-based,optimization  techniques.
Indeed, artificial evolution is better
employed in  dStuations  where
conventional optimization techniques
cannot find a satisfactory solution. [2]
Particle Swarm Optimization
Particle Swarm Optimization (PSO)
was firstly introduced by Kennedy
and Eberhart in 1995. It is a simple
evolutionary algorithm which differs
from other evolutionary algorithms in
which it is motivated the simulation
of social behavior. PSO has shown
good performance in finding good
solutions to optimization problems,
and turned out to be another powerful
tool besides other evolutionary
algorithms such as genetic algorithms.
Like other evolutionary algorithms,
PSO is also a population-based search
algorithm and starts with an initial
population of randomly generated
solutions called particles. Each
particle in PSO has a position and a
veocity. PSO remembers both the
best position found by al particles
and the best positions found by each
particle in the search process. For a
search problem in an n-dimensional
space, a potential  solution s
represented by a particle that adjusts
its position and velocity according to
Egs. (1) and (2):
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Vi(t+1) =W * V, ® +C,*
randy() * (pbest; - X; V)+C,* rand,()
* (gbest - X; V) (D)

2

Where: Xi and Vi are the position and
veocity of particle i, pbesti and gbest
are previous best particle for the ith
particle and the global best particle
found by al particles so far
respectively, and w is an inertia
factor, and randl() and rand2() are
two random numbers independently
generated within the range of [0,1],
and c1 and c2 are two learning factors
which control the influence of the
social and cognitive components. One
problem found in the standard PSO is
that it could easily fall into local
optima in  many  optimization
problems. Some research has been
done to tackle this problem. The
standard PSO was inspired by the
social and cognitive behavior of
swarm. According to equation (1),
particles are largdy influenced by its
previous best particles and the global
best particle. Once the best particle
has no change in a local optimum, all
the rest particles will quickly
converge to the position of the best
particle. So enhancing the mutated
probability of particles will lead to
some changes of the best particle
These changes could hdp the best
particle escape from local optima.[3]
In this paper, a comparison bas been
conducted among several swarm
inteligence approaches to solve some
optimization problems by using
various swarm approaches that

Xi(t‘fl) =X; ® 4+ Vi(t+1)

2820

depend on the parald processing
environment to do their jobs such as

ant colony optimization, bees
agorithm and particle swarm
intelligence.

Ant Colony Optimization [4]

Ant colony optimization (ACO) was
inspired by the behavior of ant
colonies searching for the shortest
route to a food source. Although ants
are aimost blind and thus a single ant
has limited capabilities, anta in
colonies exhibit foraging behavior to
find the shortest distance between
their nest and the food.

When an ant encounters an
intersection (e.g. an obstacle) that has
two possible routes it locates the
shortest possible route via pheromone
laid by previous ants, as ants
following a path will deposit some
pheromone on that path. Ants detect
the concentration of pheromone on
each path and tend to choose, by
probability, the path with the higher
intensity of pheromone.

The inspiration derived from the
foraging behavior of real ants, after
the undertaking of  extensive
experimentation, has been
transformed into a strategy that can be
used to solve complex optimization
problems. The ant agents used in the
ACO metaheuristic are generaly
known as artificial ants in contrast to
their natural counterparts, artificial
ants are given the following additional
abilities to solve more complex real-
world optimization problems:

1 Visibility: artificial ants are
given visibility when they encounter
an intersection. With this given
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artificial intelligence, ants are able to
judge the distances of different paths
at the intersection so that shorter paths
aremore favorable.

2. Memory: rea ants are
assumed have no memory and make
decisons based only on the
pheromone intensities of decision
paths. In contrast, memory is given to
artificial ants for storing records of
previoudly visited paths.

3. Higher pheromone
evaporation rate: pheromone
evaporation reduces the intensity of
all pheromone trails by an amount
directly proportional to the intensity.
Consequently, it can be seen as a
means of encouraging exploration of
unvisited paths by reducing the
overal gap between pheromone trail
intensities. Pheromone evaporation
also takes place during the foraging
process of real ants, but at a much
dower rate. In contrast, higher
evaporation rates are suggested for
artificial ants, especially when solving
more complex problems.

4, Daemon actions.  daemon
actions are those actions that cannot
be performed by an individual ant, for
example, additional pheromone being
laid on the shortest route found so far,
and is optiona in the ACO
metaheuristic.

Bees Algorithm [5]

A colony of honey bees can be seen
as a diffuse creature which can extend
itsdf over long distances in multiple
directions in order to exploit a large
number of food sources at the same
time. In principle, flower patches with
plentiful amounts of nectar or pollen
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that can be collected with less effort
should be visited by more bees,
whereas patches with less nectar or
pollen should receive fewer bees. The
foraging process begins in a colony
by scout bees being sent to search for
promising flower patches. Scout bees
search randomly from one patch to
another. During the harvesting season,
a colony continues its exploration
keeping a percentage of the
population as scout bees. When they
return to the hive, those scout bees
that found a patch which is rated
above a certain threshold (measured
as a combination of some
congtituents, such as sugar content)
deposit their nectar or pollen and go
to the “dance floor” to perform a
dance known as the “waggle dance”.
This dance is essentia for colony
communication, and contains three
vital pieces of information regarding a
flower patch: the direction in which it
will be found, its distance from the
hive and its quality rating. This
information helps the bees to find the
flower patches precisdy, without
using guides or maps. Each
individual’s knowledge of the outside
environment is gleaned soldy from
the waggle dance. This dance enables
the colony to evaluate the rdative
merit of different patches according to
both the quality of the food they
provide and the amount of energy
needed to harvest it. After waggle
dancing on the dance floor, the dancer
bee (i.e. the scout bee) goes back to
the flower patch with follower bees
that were waiting inside the hive. The
number of follower bees assigned to a
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patch depends on the overall quality
of the patch. This allows the colony to
gather food quickly and efficiently.
While harvesting from a patch, the
bees monitor its food levd. This is
necessary to decide upon the next
waggle dance when they return to the
hive. If the patch is still good enough
as a food source, then it will be
advertised in the waggle dance and
more bees will be recruited to that
source.

As mentioned above, the Bees
Algorithm is  an  optimization
algorithm inspired by the natural
foraging behavior of honey bees. The
algorithm requires a number of
parameters to be set, namely: number
of scout bees (n), number of sSites
sdected out of n visited sites (m),
number of dite sites out of m selected
sites (€), number of bees ecruited for
the best e sites (nep), number of bees
recruited for the other (m-€) selected
sites (hsp), initial size of patches
(ngh) which includes site and its
neighborhood and stopping criterion.
The agorithm starts with the n scout
bees being placed randomly in the
search space. The fitnesses of the sites
visited by the scout bees are evaluated
in step 2. The valuation of fitness
would depend on the optimization
problem, but in general ‘fitness’ is
taken as the value of the objective
function being optimized.

In step 4, bees that have the highest
fithesses are designated as “sdlected
bees” and sites visited by them are
chosen for neighborhood search.
Then, in steps 5 and 6, the algorithm
conducts searches in the
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neighborhood of the sdected sites,
assigning more bees to search near to
the best e sites. The bees can be
chosen directly according to the
fitnesses associated with the sites they
are visiting. Alternatively, the fitness
values are used to determine the
probability of the bees being selected.
Searches in the neighborhood of the
best e sites which represent more
promising solutions are made more
detailed by recruiting more bees to
follow sdected bees than the other
selected bees. Together with scouting,
this differential recruitment is a key
operation of the Bees Algorithm.
However, in step 6, for each patch
only the bee with the highest fitness
will be sdected to form the next bee
population. In nature, there is no such
a restriction. This constraint s
introduced here to reduce the number
of points to be explored. In step 7, the
remaining bees in the population are
assigned randomly around the search
gpace scouting for new potential
solutions. These steps are repeated
until a stopping criterion is met. At
the end of each iteration, the colony
will have two parts to its new
population — representatives from
each sdected patch and other scout
bees assigned to conduct random
searches. The Bees Algorithm was
adopted in this work as it had proved
to have a more robust performance
than other inteligent optimization
methods for a range of complex
problems.
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Swarm Intelligence Approaches to
Solve Problems

In this section thereis a presentation
to some approaches that used the
swarm intelligence techniques to
solve various problems.

Swarm Intelligence for Routing in
Mobile AD HOC  Networks
(Sirmahn) [6]

Mobile Ad Hoc Networks are
communication networks built up of a
collection of mobile devices which
can communicate through wirdess
connections. Routing is the task of
directing data packets from a source
node to a given destination. This task
is particularly hard in Mobile Ad Hoc
Networks. due to the mohility of the
network dements and the lack of
central control, routing algorithms
should be robust and adaptive and
work in a decentralized and sdf
organizing way. In this paper, we
describe an algorithm which draws
inspiration from Swarm Intelligence
to obtain these characteristics. More
specifically, we borrow ideas from ant
colonies and from the Ant Colony
Optimization (ACO) framework. In
an extensive set of simulation tests,
we compare our routing algorithm
with a state-of-the-art algorithm, and
show that it gets better performance
over a wide range of different
scenarios and for a number of
different evaluation measures. In
particular, we show that it scales
better with the number of nodes in the
network.

This approach has described
AntHocNet, a routing algorithm for
MANETs which was inspired by
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ideas from Swarm Intdligence, and
more specifically by the framework of
ACO. The agorithm combines
reactive and proactive behavior to
deal with the specific challenges of
MANETSs in an efficient way. Routing
information is learned through Monte
Carlo sampling of paths using
repeatedly and concurrently generated
ant agents, as is common in ACO
routing algorithms. This learning
process is supported by a secondary
process, called pheromone diffusion.
Pheromone diffusion provides an
aternative way to learn pheromone
information, using an information
bootstrapping mechanism rather than
Monte Carlo sampling. It is used to
help update pheromone on existing
paths and to provide guidance to ants
in search of new paths. We have
evaluated the agorithm in an
extensive set of simulation tests. The
tests were carried out in a commercial
simulator and comparisons were each
time made with AODV(Ad-hoc On-
demand Distance Vector), a de facto
standard in  the  community.
AntHocNet was shown to outperform
AODV over the wide range of tested
scenarios in terms of ddivery ratio,
average end-to-end ddlay and average
jitter, while generating a comparable
amount of control overhead. An
important observation was that the
advantage of AntHocNet over AODV
grew for larger networks, especially
in terms of overhead, suggesting that
AntHocNet is more scalable than
AODV.
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Application of the Bees Algorithm
to the Training of Learning Vector
Quantization Networks for Control
Chart Pattern Recognition
(ABTLVNCPR) [7]

Control charts are employed in
manufacturing industry for statistical
process control (SPC). It is possible to
detect incipient problems and prevent
a process from going out of contral by
identifying the type of patterns
displayed by the control charts.
Various
techniques have been applied to this
control chart pattern recognition task.
This approach presents the use of
Learning Vector Quantization (LVQ)
networks for recognizing patterns in
control charts. The LVQ neworks
were trained, not by applying standard
training algorithms, but by employing
a new optimization algorithm
developed by the authors. The
algorithm, called the Bees Algorithm,
is inspired by the food foraging
behavior of honey bees. The approach
first describes the Bees Algorithm and
explains how the algorithm is
employed to train LVQ networks. It
then discusses the recognition of
control chart patterns by LVQ
networks optimized using the Bees
Algorithm.

The algorithm requires a number of
parameters to be set, namely: number
of scout bees (n), number of dite
bees(e), number of patches sdected
out of n visited points (m), number of
bees recruited for patches visited by
"dite bees' (nep), number of bees
recruited for the other (m-€) selected
patches (nsp), size of patches (ngh)
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and stopping criterion. The algorithm
starts with the n scout bees being
placed randomly in the search space.
The fitnesses of points visited by the
scout bees are evaluated in step 2.

1. Initialize population with random
solutions.

2. Evaluate fitness of the population.
3. While (stopping criterion not met)
H/Forming new population.

4. Sdect dite bees and dite sites for
neighborhood search.

5. Sdect other sites for neighborhood
search.

6. Recruit bees around sdected sites
and evaluate fitnesses.

7. Sdlect the fittest bee from each site.
8. Assign remaining bees to search
randomly and evaluate their fitnesses.
9. End While.

In step 4, bees that have the highest
fitnesses are chosen as "dite bees'.
Then, in steps 5 - 7, the algorithm
conducts searches in the
neighborhood of the dite bees and of
the other sdected bees. The latter can
be chosen directly according to the
fithesses associated with the points
they are visiting. Alternatively, the
fitness values are used to determine
the probability of the bees beng
sdlected. Searches in the
neighborhood of the dite bees which
represent more promising solutions
are made more detailed by recruiting
more bees to follow €ite bees then
other sdected bees. Also within
scouting, differential recruitment is
one of the key operations of the Bees
Algorithm.  Both  scouting and
differential recruitment are used in
nature. However, in step 7, for each
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site only one bee with the highest
fitness will be sdected to form the
next bee population. In nature, thereis
no such a restriction. This restriction
is introduced here to reduce the
number of points to be explored. In
step 8, the remaining bees in the
population are assigned randomly
around the search space scouting for
new potential solutions. These steps
are repeated until a stopping criterion
is met. At the end of each iteration,
the colony will have two parts to its
new population - representatives from
each sdected patch and other scout
bees assigned to conduct random
searches.

This approach has described the
use of the Bees Algorithm to train the
LVQ neura network for control chart
pattern recognition. Despite the high
dimensionality of the problem - each
bee represented 2160 parameters that
had to be determined — the algorithm
still succeeded to train more accurate
classifiers than that produced by the
standard LVQ training algorithm.
Future work will be directed at
investigating classifiers based on
other neural network paradigms and
comparing their performances.

3.3 A Swarm Intelligence Approach
to Distributed Mobile Surveillance
(SIDMYS) [8]

In the post-9/11 world, new and
improved surveillance and
information-gathering technologies
have become a high-priority problem
to be solved. Surveillance systems are
often needed in areas too hostile or
dangerous for a direct human
presence. The fidd of robotics is
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being looked to for an autonomous
mobile surveillance system. One
major problem is the control and
coordination of multiple cooperating
robots. Researchers have looked to
the distributed control strategies
found in nature in the form of social
insects as an inspiration for new
control schemes. Swarm intelligence
rescarch  centers  around  the
interactions of such systems and how
they can be applied to contemporary
problems. In this thesis, a surveillance
system of mobile autonomous robots
based on the principles of swarm
inteligence is presented.

The specific goal of this thesis work is
to investigate the tolerance of swarm
intelligent systems to erors in
communication. The objectives of this
research are:

To demonstrate a
communication weakness in many of
the current swarm intelligent systems
and propose a viable solution to
safeguard against the problem and
improve performance.

To devdop a surveillance
system of multiple autonomous robots
using a swarm intelligence approach
as atest bed for the experiments.

To create reusable code
structures, hardware, and research
methodol ogies.

It was shown in both simulation
and physical hardware that current
system utilizing swarm intelligent
control schemes have a magjor
weakness involving false
communication. If a malicious force
infiltrates the communication of a
robot malfunctions, system that
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blindly follows external
communication could enter a terminal
deadlock state. To remedy this
situation, a communication threshold
scheme was implemented and tested.
This threshold prevented the robots
from  responding to  external
communication that did not meet
certain levels of criteria. Also, if
following a signal did not lead to
anything of interest, the robot entered
an isolation state for a period of time
where it did not respond to any
external communication. Finaly, a
surveillance system using swarm
intelligence  control  scheme  was
developed as a proof of concept and a
test bed for the previously mentioned
experiments.

Result Calculations [8]

To gauge the effectiveness of the
system, the positional certainty of the
target's location is measured. To do
this, the target's position is recorded at
1 second intervals during operation.
Each time the target is spotted, its
perceived location is recorded along
with the time of the spotting. At every
time step, the distance between the
percéved and actual position is
calculated wusing the following
formula:

Distance = \((Xactual . Xpreceived) 2
+ (Yactual . Ypreceived)2)

Because the angle between the
perceived location and actual location
is still unknown,

this distance represents the radius of a
circle of location certainty. The area
of the certainty region is calculated
with the following formula:
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Certainty Area = 1II *
Distance2
To obtain the fina measure of
effectiveness, the certainty measure is
compared to the
total area asfollows:

Percentage of area known to
contain target = Certainty Area /
Total Area* 100
This measure allows for comparisons
across multiple area configurations as
the area size is accounted for.
Simulation Test Procedure [8]

The following procedures were used
to make the simulate results more
accurate and

easily repeatable.

Time- Because the running
time of StarLogo is dependent on the
processor making the computations
and the current load on that processor,
real time was not a suitable way to
measure test duration. Each test
adlows the target to make 450
movements; the same amount of work
is done regardless of the system
configuration running the tests. This
movement limit corresponds to the
300 second time limit in the physical
tests because at their current speeds
an ER1 can travel approximately 1.5
times its length in a second.

Cdlisionss To modd the
disadvantages  of  robot-to-robot
collisions, delays are added to the
robot movement. When two or more
robots occupy the same patch, they
wait for .1 seconds and then move
past one another.

Area - A 12 patch by 12 patch
area was used to mimic the physical
hardware. Each table used as a barrier
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in the hardware testing was
approximately four robot lengths
wide. The simulation scale is one
patch to one robot length.
Backtracking Ant
(BTAA) [9]

In this work, the backtracked ant
system is a viable new approach to
stochasticcombinatorial ~ optimization.
The main characteristics of the search
algorithm; are positive feedback,
distributed computations, and the use
of backtracked heuristic search, and it
helps to find acceptable solutions in
the early stages of the search process.

This algorithm is applied on famous
problem, the network routing, and
report simulation results. Parameter
sdlection and the early setups of the
algorithm are discussed.

The backtracked ant system (AS)
effectiveness can be applied to other
types and techniques of AS that are
[AS, Elitist EAS, Rank-Based AS,
Max-Min AS, and ACQ], then a
comparison is made between them
depending on  (time  execution
minimum cost, optimization solution).
Finally, it is proved that backtracked
ACO technique has the best good
performance and retrieves appropriate
results its memory.

In this work (approach) facts can be
reached from the application (network
routing) results, the distribution time
is increased with increasing the
number of ants, therefore, the system
will decrease the time by decreasing
the number of ants by using backtrack
ant systems and blocking some ants,
the operations of the update
pheromone are computed in the first,

Algorithm
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second, third,..., iterations, but the
update of pheromone will stop in the
last iterations in the system work;
therefore the execution time will
decrease. Also by applying the
algorithm to the AntNet (network
routing), and from the experimental
application results of the ant systems
it is discovered that the ACO method
is the best one among the others,
gives good results and performance,
like  minimum cost, minimum
execution time, minimum tour time,
and nearest iteration. In the AS
methods the deposited pheromone and
the updated pheromone are applied to
al paths between the nodes in the
graph, while in the ACO method these
two types of pheromones are applied
only to the paths of the best tour
solution.
Comparison of Methods

In this section there is a comparison
study among the three previous
methods to use variety approaches of
the swarm intdligence to achieve a
practical various application in which
sdected approach such as bees
agorithm  (BA), ant colony
optimization (ACO), and the particle
swarm optimization (PSO).
Three methods are chosen to be a
cases study in this paper to be
compared in ther performance,
behavior or accuracy through
implement a proposed approach of the
swarm intdligence to solve different
problems and then we discuss these
approaches to give a practical
studying for each problem that had
been solved, the first method (case 1
SIRMAHN) "Swnarm Intelligence for
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Routing in Mobile AD HOC
Network", the second method (case 2
ABTLVNCPR) "Application of the
Bees Algorithm to the Training of
Learning Vector Quantization
Networks for Control Chart Pattern
Recognition™, the third method (case 3

SIDMS) "A Swarm Intelligence
Approach to Distributed Mobile
Surveillance".

Case 1 Sirmahn

We investigate ~ AntHocNet's
performance for varying levd of
mobility and node density, for

increasing network sizes, and for
different data traffic patterns, we also
show results reporting the
performance of the algorithm at a
smaller time scale followed by the
evolution of the end-to-end delay over
a course of simulation session of the
test run. For different network sizes,
we increase the number of nodes (up
to 800) and the area size together,
keeping the node density constant. [6]
The Ant Colony Optimization
algorithm is used in this method so to
make the mobile Ad Hoc Network
adaptive routing with various states
parameters. Number of simulation
results is used to evaluate the method
by monitoring its algorithm behavior
with some properties of the network
scenario by varying parameters (pause
time & number of nodes) in each state
of the system behavior, the results of
the AntHocNet method are compared
with the results of the AODV method
in term of dday and ddivery ratio,
jitter and routing overhead, and delay,
delivery and overhead for increase
node density.

2828

The method with various states in
which the net job with different leve
of mobility that gives the average
dday and ddivery ratio for different
levels of mobility by comparing the
average end- to-end packet and the
packet delivery ratio with the pause
time(in  second)  between  the
AntHocNet and the AODV, from this,
we can say that AntHocNet is better
that the AODV in averaging packet
delay with high ratio by reducing this
average in more amount of packet
delay measured with pause time in
second; as wdl as the packet ddivery
ratio is reduced in an acceptable
amount when using the AntHocNet
that the AODV also measured with
pause time in second, see figure
(3.1.2).

Also the AntHocNet various states
with different level of mobility in
teem of average dday jitter and
routing overhead network comparing
with the AODV method for the same
purpose of net job, from this, the
average jitter delay net with the using
of the ACO with the routing Ad Hoc
Mobile network is more preferred
than used the AODV method in which
the averaging amount is reduced with
good ratio; in contrast the routing
overhead is higher with the
AntHocNet that the AODV this gives
an idea that the ACO makes the
network environment has a high
routing overhead this property
because the adaptation in the net
through the using of the ant colony
optimization algorithm to adapt the
net behavior also measured with
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pause time in second see Figure
(3.1.2).

Again the AntHocNet has three
states of the network job that are: the
averaging end-to-end packet dday,
packet ddivery ratio, and routing
overhead which measured with
number of nodes in each test, through
looking at the net job details we can
conclude that AntHocNet reduce the
amount of the average end-to-end
packet delay time with very big ratio
than the AODV method, while the
packet ddivery ratio is increased in
using the AntHocNet over the use of
AODV this because the guidance to
ACO for searching a new path in the
network routing, in the routing
overhead the curve in AODV is
grown gradually with increasing the
number of nodes but in the
AntHocNet the curve is not regular
that is in the beginning intervals is
more but in the ending intervals is less
than in the AODV, seefigure (3.1.3).
Figures (3.1.4) is shown the same
states of the network job but for
increasing network sizes. Figure
(3.1.5) represents the evolution of the
end-to-end ddlay over the course of a
test run.

(Case 2 Abtlvncpr)

In terms of the Bees Algorithm, each
bee represents an LVQ network with
a particular set of reference vectors.
The aim of the algorithmis to find the
bee with the set of reference vectors
producing the smallest value of the
error function. The LVQ network
training procedure using the Bees
Algorithm  thus  comprises the
following steps: [7]
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1. Generate an initial population of
bees.

2. Apply the training data set to
determine the value of the eror
function associated with each bee.

3. Based on the error value obtained
in step 2, create a new population of
bees comprising the best bees in the
sdlected neighborhoods and randomly
placed scout Bees.

4. Stop if the value of the eror
function has fallen bdow a
predetermined threshold.

5. Else, return to step 2.

In this method the bees algorithm is
used with an adaptation tool to train
the LVQ Neura network for pattern
recognition application (control chart)
so to make the accuracy of the
training procedure more preferred but
with the increasing of the number of
iterations, thus the table (1) below
shows the values of the parameters
which adopted for the bees algorithm.
Table (2) bdlow presents the
classification results obtained for runs
of the bees algorithm.

The effects of number of iteration of
the LVQ neural network on the
classification training accuracy is
clear, from this effect, we can say that
the training accuracy is enhanced with
the increasing of the iterations number
but with high increasing this means if
we want to obtain a very high
accuracy training for the pattern
recognition we must increase the
neural network iterations with large
number reach to many thousands of
iterations, see figure (3.2.1).

Also with the looking on table (3)
there is a comparison results of
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different pattern recognizers by using
the standard LVQ neural networks
one time and LVQ with bees
algorithm another time in term of
learning accuracy and test accuracy, it
can be clearly observed that the
learning (training) accuracy in the
LVQ with bees algorithm is better
that in the standard LVQ neura
network as well as the test accuracy.
(Case3SIDMYS)

In this method the assumption
swarm intelligence approach is used
to determine the robot movements so
to reach to the target's position as a
suitable movement calculation among
many tests were used to the same
purpose such as communication
disruption test, independent test,
cooperative test, and threshold test.
The proposed method use two type of
comparing results: the large scale
results and the physical imitation
results, in each type there are two
measured parameters to evaluate each
method from others.

These two parameters: [8]

Positional Certainty
Positional certainty is the percentage
of the area, which the target's position
is narrowed down to. Lower
percentages represent a more accurate
placement of the target.

Number of Sghtings The
number of sightings reports the
number of chances a robot had to take
ameasurement of the target's position.

In the Large Scale Results
simulations the system work depend
on the number of robots were used to
do the movement which is limited
with used hardware and the results to
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be depend with available of robotics
resources these results will be more
active with increasing the robotics
resources.

In the test system with large scale
results; the large scale positional
certainty represents a simulation
results by comparing the positional
error with number of robots reach to
less than 300, clearly had observed
that the positional certainty in the
communication disruption test s
higher than the other tests, while the
cooperative test gives positional
certainty more accurate than the other
tests, see figure (3.3.1), while the
large scale sightings is obtained by
comparing the number of target
sightings with the number of robots
also reach to less than 300, as it can
be reported the communication
disruption tests behave the same way
as in the first parameter by producing
results separated from the other tests,
but in al tests the number of sightings
make peak when the number of robots
increase  without cause a big
increasing in the number of sightings,
seefigure (3.3.2).

While in the Physical Imitation
Results simulations are designed to
mode for the behavior with the
movement, note that the same tests
were used in the large scale results
were used here also but the number of
robots is limited here from one to
three robots to de the tests.

Respectively in the test system with
physical  imitation results, the
simulation positional certainty
compared with number of robots limit
to three as a maximum, we can report
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that the cooperative, threshold, and
communication  disruption  tests
produce results more accuracy than
the independent robots, see figure
(3.3.3), in the other side the test
system has results of simulation
number of sightings also compared
with at most three robots, as it pointed
the communication disruption has
dightly stable increasing in the
number of sightings but has a lower
end, while the cooperative test
produces a maximum number of
sightings as all, seefigure (3.3.4).

(Case4 BTAA)
In this method the researcher aims to
enhance the ant algorithm by

embedding the backtracking heuristic
technigue in the ant algorithm
environment so to make the algorithm
more efficient in performance and
behavior to solve the network routing
problem in different situation of nodes
number which is associative with the
number of ants in each iteration, the
proposed agorithm is applied in
solving the network routing problem
in the term of path cost and run time
to execute this path from the source to
the destination nodes then compare
the result that obtains from the old
methods with the results that obtained
from updating the old methods based
on the using of the backtrack
technique in heuristic search.
Experimental Results of Network
Routing

1. In this practical application five
methods of AS [Ant System (AS),
Elitist AS, Rank-Based (AS), Max-
Min AS, ACO] are used, then a
comparison is made between the old
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algorithm of AS and the updated
Backtracked AS algorithm.

2. Best results are obtained in the
updated algorithm for all the five
methods in comparison with the old
algorithm.

3. Among these five methods it is
noted that the ACO method has the
best results among them, which gives
a minimum cost path and shortest
length tour in minimum execution
time.

4. Updated Ant Colony Optimization
(UACO) is the best method especially
in the range of[0.7 n — 0.85n , n =
No.of ants ], exactly in this range the
(UACO) isthe best. [9]

Five standard methods (ACO, AS,
ELITIST, RANK, and MAXMIN) of
Ant algorithm were used in solving
the routing in network with five
update methods (UACO, UAS,
UELITIST, URANK, and
UMAXMIN), the results of update
methods are clearly better than the
standard methods in term of the
shortest path with different number of
nodes, starts from 10 nodes (with
various ants number 5, 8, 10), 20
nodes (with various ants number 5,
10, 14, 18, 20), to 30 nodes (with
various ants number 5, 10, 15, 18, 24,
30), seefigure (3.4.1).

Consequently the update methods
give results, totally, better than the old
methods in term of system run time or
time of execute the ant algorithm to
solve the network routing problem
with different number of nodes
associate with various number of ants
as it the same in the teem of the
shortest path test, seefigure (3.4.2).
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Discussion and Conclusion

As it mentioned in details, the four
previous swarm intelligence
approaches present different methods
to solve same problems in one time
and various prablems in other time,
that is the casel (SIRMAHN) and
cased (BTAA) are similar in the
application execution in term of
network routing but differ in the
specific functionality of the network
routing type, further more casel
results of average deay, ddivery
ratio, average jitter and overhead are
evaluated by comparing these
network tasks with the AODV results
because it is considered the standard
Ad-Hoc tasks manager environment,
in the other side case4 results of path
cost (shortest path) and execution run
time are considered to evaluate the
enhanced approach therefore the
results of the BTAA are compared
with standard ant system, five
methods of ant system (AS, Elitist
AS, Rank-based AS, Max-Min AS,
and ACO) are enhanced to form new
five methods to be compared with the
old ones in the system performance of
the network routing. Now we have the
following facts:
: Casel is applied to the Ad-
Hoc net while cased4 is applied to
normal network.

Casel results were evaluated
through AODV approach while case4
results were evaluated through the
standard AS.

It is clear that the different
level of mobility, increasing node
density, and increasing network size
are basic parameters in casel, while
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the number of nodes, number of
iteration, and number of ants are the
basic parametersin cased.

Case2 (ABTLVNCPR) and Case3
(SIDMS) are two different approaches
to solve problems, case? used the bees
algorithm in training the LVQ Neural
Network to peform the pattern
recognition application to increase the
training accuracy but in the other side
the bees algorithm causes increasing
the number of training iteration, while
Case3 (SIDMS) present an individual
approach to determine the robot
movement to reach the target with

best position; four methods
(Independent, Cooperative,
Communication  Disruption, and

Threshold) were used in this approach
to determine the best robot
movements to its goal position in two
system environment the large scale
and the physical imitation. Now we
have the following facts:

- Case2 is applied to the neura
network as an adaptive tool, but
case3 is applied to the robot
movement to its position as an
optimization toal.

Case2 results were evaluated with
standard LVQ in term of learning
accuracy and test accuracy, while
case3 results were evaluated
between four suggested methods.
Case2 is accomplished in a single
system environment, but case3 is
accomplished in two system
environment in term of positional
certainty and number of sightings
in the both large scale and physical
imitation.
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It is clear that the number of
used robots is affect on the positional
eror and the number of target
sightings thus in the large scale the
number of robot is reach to more than
200 robots in contrast in the physical
imitation the number of robots is 3 as
max.

Through the observations from the
four previous approaches to solve
verity types of problems
(applications) such as network job,
neural network learning (training) and
robot move to target position by using
three types of swarm intdligence (ant
system, particle swarm, and bees
algorithm), the following items
represent our conclusions obtained
during this comparative studying:

The swarm intdligence
technique can be used in many fidds
of the system life cycle such as
machine learning (neural network)
and different practical problems
especially optimization problems such
as network routing and robot
movement.

: Swarm intelligence success in
achieving different network jobs with
different network types.

Through using the bees
algorithm as an adaptive tool to train
the neural network an advantage is
obtained by increasing the learning
accuracy and test accuracy but in
contrast this cause increasing the
number of neural network training
iterations thus led to increasing the
system run time as a disadvantage.

As it know the robotics world
is practically difficult to run, swarm
intelligence present an efficient and

simple way to accomplish the robot

movement and different jobs.

When the System
environment is changed the swarm
inteligence  algorithm  still - work
efficiently but dlightly less or more
than the previous environment
according to the parameters changing,
such as in the robot movement
through large scale or physical
imitation.
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Table (1) the parameters of the bees algorithm [7]

) YValuef
Bees Algorthm parameters Symbol
range
Population n 200
MNumber of selected sites m 20
MNumber of elita site a 1
Patch size ngh 0.01
MNumber bees around lite
. nep 20
points
MNumber of bees arcund other
. nsp 10
selected points
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Table (2) LVQ classification results[7]

Mumber of runs Train accuracy Test accuracy
1 94 24% 83.30%
2 97 10% 85.05%
3 96.20% 895 51%
4 96.93% _ 96.56%
5 97 52% 95.10%
3] 95.71% 84.36%
7 96 17% _ 95 53%
B a7.03% _ 96.44%
) a7 89% 05 55%
10 96.40% 96.03%
I'lax 97.52% 95.56%
Min 94.24% 93.29%
IMean 96.55% 95.47%

Table (3) result of different pattern recognizers[7]

Pattern Learning Test
rec Dgl'liEEF ACCLracy ACCUracy
LY (stand.) 295 18% 92 .31%
LVC (Bees) 06 .56% 095 47%
a.1% u.ssm_ —
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Different L evels of Mobility [6]
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Figtjre (3.2.1) Effect of Number of Iterationson
the Classification Accuracy [7]
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Figure (3.3.3) Physical imitation results of positional certainty [8]
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Figure (3.3.4) Physical imitation results of simulation number of sightings [8]
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