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Abstract: Eulerian Video Magnification (EVM) is a technique that enhances and enlarges fine 

details in videos. It analyzes the temporal signal of the video, magnifying small pixel-level 

vibrations. By employing image processing and frequency analysis techniques, EVM improves 

quality and enlarges fine details. Some studies have combined EVM with virtual microphone 

technology to analyze micro-vibrations caused by recorded sound. These vibrations are used 

for sound restoration, where they are converted into an audio signal using signal processing 

and frequency analysis techniques. The resulting sound is then restored in the video. In this 

work, a literature reviews have demonstrated promising results in terms of accuracy and quality 

in sound restoration.  

1.1 1ntrodaction  

Small changes that are invisible to the human eye are observed to have an impact on the 

movement of pixels from their current places to different ones when examining tiny movements 

in subsequent video frames. Utilizing these effects, valuable information can be extracted for 

a range of applications [1, 2]. 

There are two primary categories of motion information, as illustrated in Fig 1.1. The first deals 

with movements like breathing in humans, and the second kind deals with signals which are 

further split into two sorts. Video signals, such as an electrocardiogram (ECG or EKG) 

drawing, are related to the first subtype [2, 3]. The second subtype deals with audio signals, as 

the vibrations recorded by video of sound amplifiers [4]. The same process that turns 

such vibrations into sound could also be applied to telephone speakers. 

 

Figure (1.1): Types of information in small motions [2]. 
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Audio signal information is the main topic of this work. When objects vibrate, the air becomes 

pressurized and rarefied, which propagates through the atmosphere and is perceived by the 

human ear as sound. While there are several ways for recording sounds, using a conventional 

microphone is the most popular. "Alternative Methods for Sound Extraction in Private 

Environments". In private environment in which sound recording is necessary for surveillance 

and security, substitute techniques were suggested to get around restrictions and guarantee 

efficient sound extraction. Using microphones with laser bases is one such technique [5]. Those 

microphones employ laser beams for detecting sound-induced vibrations in objects. It is 

possible to separate and record sound through examining such vibrations. Spot patterns are 

employed in another method for remote sound extraction [6]. This technique makes use of 

certain patterns that are projected onto surfaces for capturing and analyzing the vibrations 

brought on through sound waves. There is a possibility for extracting and recording the related 

sound through examining such vibrations. Sound could also be captured from high-speed 

images of an object through examining the vibrations that are produced when sound waves 

enter the air and strike the object. This method makes it possible to extract sound even in 

situations in which using regular microphones would not be practical or efficient [7]. 

These alternative methods provide viable solutions for sound extraction in private 

environments, enabling effective recording and surveillance capabilities. By leveraging laser-

based microphones, spot patterns, or high-speed shots, sound can be extracted and recorded, 

enhancing security and surveillance measures. Visible Microphone (VM) technology recovers 

sound from silent videos by analyzing micro-vibrations of objects caused by fluctuations in air 

pressure generated by sound and can recover sound from objects in the video [8]. These tiny 

vibrations can generate a visible signal that can be detected and recorded by a high-speed 

camera. The vibrations can then be amplified using video processing techniques [9]. Extensive 

research by multiple scholars, including [10], [11], [12], [13], and [14], has contributed to the 

study and development of this technique. 

1.2 Literature Survey 

This related works is divided into two groups based on the approach used in processing videos 

with small vibrations. One group amplifies the subtle surface movements of the object in the 

video, while the other focuses on restoring the sound produced by the vibrations. The research 

literature is divided into these two categories, with different techniques utilized in each group:  

1.2.1 Related works of small movement’s magnification 

Eulerian Video Magnification (EVM) approach has been employed in the majority of related 

work in this category [15]. In order to shorten processing times, the majority of the works aim 

to eliminate noise from EVM result videos. The following techniques will be examined in brief: 

In 2015, Karim Al-Ghoul et al. [16] conducted a study on heart rate variability (HRV) for 

estimatin  emotions using non-contact measurement techniques such as photoplethysmography 

(PPG) signal sampling of the human face through a camera. The study employed intracranial 

analysis, independent component analysis (ICA), or video magnification to induce subtle 

changes in skin color affected by PPG. The results indicate that the ICA-based method 

produces superior outcomes for high frequencies (HF) and low frequencies over high 

frequencies (LF/HF), while the AILER video amplification method performs better for low 

frequencies (LF). Moreover, it demonstrates a stronger correlation with absolute truth. 



 

 مجلة كلية التراث الجامعة                                                    العدد الثامن و الثـــــلاثــــون 
 

 

 

 
16 

 

EVM method was created in the year 2016 by Stephanie L. Bennett et al. [17] 

for extracting physiological signals from thermal video. Heart rate has been extracted from 

medium-intensity signals as well as iPad video using EVM. With the use of broad-spectrum 

filter and signal processing that was enhanced for regions of interest (ROI) produced 

excellent results. To enhance the outcomes, a focused narrowband filter was additionally 

applied. The findings demonstrate the ability regarding thermal video to identify heart rates and 

lessen amplified noise when combined with EVM and ROI signal processing. 

In the year 2017, thermal video and adaptive EVM processing were used by Stephen Bennett 

and colleagues [18] in an effort to identify temperature variations. In a system where known 

variables govern the system; this method could show heart rates. Using EVM processing, 

which separates the video into various frequency components, the technique analyzes thermal 

video data. It is possible to identify temperature variations brought on through pulsatile blood 

flow by concentrating on high-frequency components. To confirm the suggested approach's 

efficacy, the researchers ran tests on a control system. The technique's potential for non-contact 

heart rate monitoring is suggested by the results, which showed that it could efficiently detect 

temperature variations that corresponded to heart rates.  

The idea of use edge-aware filtering for improving motion magnification in videos while 

lowering distortions and noise was investigated in 2018 by Manisha Verma and 

Shanmugaratnam Raman [19]. Fast local Laplacian filtering is used to improve the video, 

Eulerian motion augmentation is applied, and edge-aware filtering is used for 

maintaining subtle edges and lower noise. The motion magnification, video quality, and subtle 

change handling are all greatly enhanced by this suggested way.  

A new framework was proposed in the year 2018 by Mithun Kumar and colleagues [20] with 

the goal of improving undetectable movements in videos. The framework utilizes spatial 

coordinates that, even with the existence of significant background motions or a steady 

background, could amplify target motions. A histogram of oriented gradients (HoG) with 

thresholding is used for defining ROI, and distinguishable points are tracked throughout time 

and their velocities are enhanced through a zoom factor. The framework also provides an 

autonomous spiral search mechanism depending on blocks to find investment returns. The 

efficacy of the suggested approach in magnifying extremely small movements is demonstrated 

by the experiment results. 

In 2019 Takeda et al. [21] developed video amplification techniques to identify minute changes 

that are invisible to the unaided eye. Unfortunately, because imaging noise introduces 

irrelevant changes, these methods frequently yield noisy and incorrect results. Without 

requiring resources or human interaction, the suggested strategy makes use of fractional 

anisotropy (FA) to amplify only significant changes. In comparison to other methods, the 

method gets outstanding zoom results by evaluating the temporal distribution of these changes. 

The outcomes show how well the suggested strategy works to increase the usable video zoom 

range and create high-quality zoomed videos. 

In 2020, Sanket Yadav et al. [22] studied video zooming methods, including phase-based 

Gaussian pyramid, Euler pyramid, and Laplace pyramid. Also, they used contrast parameters 

such as PSNR, zoom factor, execution time, color zoom, and motion to evaluate the 

performance of these details. Large found that while the gradient path technique is fast and 

sophisticated but ineffective at large magnifications, the Euler technique is fast and simple but 
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ineffective at small magnifications. They study concluded that to enhance the effectiveness of 

video amplification techniques, which are not often used in fields such as Nowruz medicine, a 

new technology using a versatile boat should be developed. 

In 2021, Rashmi Ranjan Das and colleagues [23] suggested utilizing Euler video augmentation 

(EVM) to identify fraudulent movies by emphasizing inconspicuous characteristics like skin 

pulsation and minute motions. In order to distinguish between real and false movies, the authors 

trained three models with features taken from Euler. Based on comparison to other approaches, 

it may be inferred that the proposed work proved the usefulness of their suggested technique, 

which shows that it can recognize phony videos with accuracy. 

1.2.2 Related works of Sound Recovery Using Vibration 

In this section, the micro-vibrations that appear on the object as a result of the sound from the 

virtual microphone in the videos have been used as a case study to restore the sound produced 

by those vibrations that occur on the surface of the object, and therefore it will be presented to 

related works dealing with micro-vibrations in clips of the video. 

In 2014, Chaoyang Wang et al. [24] conducted a study demonstrating the extraction of audio 

information from high-speed silent video using simple and fast image processing techniques. 

The technology operates on the principle that sound waves cause objects to vibrate upon 

contact, which can be detected through image-matching processes. The technology utilizes a 

subset-based image-matching method to detect point movement on the object surface and the 

Gauss-Newton algorithm for fast and accurate image-matching. By reconstructing the original 

acoustic information of sound waves through the detected vibrations, this technique has proven 

to be highly effective and easy to implement, as confirmed by experimental verification of its 

robustness. 

The goal of Andrew Owens and colleagues' 2016 study [25] was to predict the sound that will 

be produced when two objects meet. This prediction could shed light on the physical 

interactions in a visual scene. They demonstrated an algorithm which collects audio from silent 

video of individuals using drumsticks to beat and scratch objects. The system predicts audio 

features from videos with the use of a recurrent neural network, and after that it utilizes an 

example-based synthesis technique to create a waveform of such features. The researchers 

indicate that they were capable of tricking participants in a "fake or real" psychophysical 

experiment because the noises predicted through their model have been convincing. They also 

transmit crucial information regarding the characteristics of materials and their physical 

interactions. 

 In 2016, Johyun Ahn and his colleagues [26] introduced Visual Microphone, a technique for 

recovering audio from a silent video by extracting fine motion signals from the entire image. 

However, using the entire image for sound restoration may introduce noise and make it unclear 

which part of the object is exposed to the sound wave. Their proposed patch-based framework 

addresses these issues by recovering sound from a sub-region (patch) in the image centered at 

a key point (corner). Speeches are recovered from patches centered at each key point, and then 

the best speech with the least noise is selected. Results show that using motion signals from a 

small region near a key point can improve the quality of recovered speech. 

In 2017, Dashan Zhang et al. [27] utilized high-speed cameras for non-destructive testing and 

monitoring of offline structures. Their approach involved using a phase-based technique to 

extract sound-induced vibrations from video clips. Then they employed an effective Singular 
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Value Decomposition (SVD)-based method to detect subtle movements of pixel density in 

silent, high-speed videos caused by sound. The researchers validated their proposed method 

through simulation tests and experiments, demonstrating its potential applications in sound 

restoration and material analysis. 

2017 research on audio recovery from videos with partial body movement was carried out by 

Yusuke Yasumi et al. [28]. In the case when there are noticeable movements of the body in the 

video due to camera shaking or wind, it could be difficult to adjust the sound. A new approach 

depending on immediate evolution modifications was created to address this problem. Using 

audio data gathered from developmental changes in the video, this approach analyzes the 

child's body movement. In order to get good results and precise audio tracking even when there 

are significant movements in the video, the researchers ran tests for recovering audio from 

particular visual selections.  

A novel technique for polyphonic musical note tracking (NT) of string instruments with the 

use of video rather than audio data was suggested by Shir Goldstein et al. [29] in 2018. A 

camera attached on the instrument records silent video, from which the vibrations 

regarding each string are recovered. 1D signals collected from the video are used for 

computing NT of each string. The limitations of audio-based polyphonic NT could be 

addressed through taking into account the predicted frequencies regarding the played notes, 

their harmonics, and their aliases. The technique generates sheet music which could help 

musicians perform visually captured music and is tested on real data. The research comes to 

the conclusion that such visual-based NT approach could be very helpful in resolving the NT 

problem. 

 

Yohei Fuse et al.'s research from 2018 [30] suggests a technique for utilizing visual 

objects for extracting sounds from videos. This method works particularly well for surveillance 

applications which require long-distance sound recording. In order to observe the vibrations 

brought on by the sound, the procedure involves utilizing high-speed video as well as animating 

each one of the pixels with a steerable pyramid that starts up. The suggested approach uses a 

body log-based filter for examining the vibrating component regarding each sound frequency 

for recovering sound and lessen the requirement for body vibration devices. The videos show 

off the efficiency of the approach through a series of tests.  

Yohei Fuse et al.'s research from 2018 [31] suggests a method for utilizing visual elements 

for extracting sounds from videos. This technique is very useful for surveillance applications 

when sound recording over long distances is required. In order to observe the vibrations 

brought on by the sound, the method uses high-speed video and animate each pixel with a 

steerable pyramid that is started up. In order to reduce the dependence on body vibration 

devices, a body log-based filter is used to analyze the vibrating component regarding each 

sound frequency in order to recover sound. A number of tests carried out in the videos show 

how effective the procedure is.  

An efficient technique for obtaining sound information from speckle patterns recorded 

through a high-speed camera was presented by Shir Goldstein et al. in 2018. To produce music 

with a high signal-to-noise ratio, the process entails selecting pixels with wide variances in 

gray-value changes over time and summing their values. Compared to conventional digital 

image correlation methods, it is easier to use, quicker, and less sensitive to speckle pattern 
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quality. The suggested technique successfully recovered a sound signal when tested on a 

variety of objects. 

The viability of recovering sound from commonly utilized Closed-Circuit Television (CCTV) 

compression techniques that dramatically reduce the size of high-speed videos was 

investigated in 2018 research by S.Y. [33]. According to the research, high-quality sounds may 

be produced from compressed videos, suggesting that even in the absence of integrated audio 

input, CCTVs may be able to provide both visual and auditory capabilities for enhanced 

surveillance systems. 

In 2018, Mohamed Amin Shabani and colleagues [34] conducted a study on extracting audio 

from video by analyzing local vibration patterns in various parts of the image. The study 

revealed that different image areas exhibit distinct vibrations in response to sound waves and 

proposed a method for capturing these local vibrations to enhance sound quality. Additionally, 

the research pinpointed a time delay in local vibrations due to the travel time of sound waves 

and leveraged this delay to estimate the sound's direction. They also introduced a new algorithm 

that speeds up the audio extraction process and achieves real-time performance in 20 kHz 

video. 

Atsushi Yoshida et al. [35] developed a method in the year 2020 for obtaining sound from 

video through employing a rolling-shutter camera to record an object's surface vibrations. 

However, this camera has limitations that lead to gaps in the extracted sound and the inclusion 

of unwanted noise. To overcome this issue, the researchers suggest utilizing interpolation and 

noise suppression techniques to enhance the sound quality. Experimental findings indicate that 

the proposed approach improved the PESQ score by an average of 0.3. 

In 2020, Choong, Yee Kai Teed, and others [36] conducted a study on the visual microphone 

technique. This technique analyzes vibrations in a video to recover sound. The study aimed to 

examine the impact of denouncing the video frames before sound recovery. The quality of the 

recovered sound was evaluated based on human intelligibility metrics and simple signal-to-

noise ratio metrics. The results indicate Denoising is especially crucial for enhancing the 

quality of sound in noisy recorded videos. 

In 2020, Ben Nassi and his team [37] introduced the Lamphone attack, which is a new 

technique for intercepting sound through a side channel. This method involves using an electro-

optical sensor to examine the response of a suspended light bulb to sound waves, taking 

advantage of the bulb's slight vibrations resulting from air pressure changes. The attack can 

obtain speech and sing passively, externally, and in real-time. The researchers created an 

algorithm to separate the audio signal from the optical measurements, and they proved that 

Lamphone can effectively retrieve human speech and singing from a distance of 25 meters. 

In 2022 [38], Ren Jun et al. conducted a study to find out the effect of changing video resolution 

on audio recovery using a visible microphone. The study examined the effects of upscaling, 

downscaling, and combining both techniques on the quality of sound recovered using neural 

networks. The results indicate that adjusting the video resolution does not significantly improve 

and may even reduce the quality of the restored audio. Therefore, it is advisable to refrain from 

changing the video resolution before restoring the audio using a visible microphone. Finally, 

they suggested the intelligent and neural algorithms may allow us to extract audio from silent 

videos while maintaining video quality. 
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Table 1.1 shows the technology used in previous studies in an attempt to clarify the most 

commonly used techniques for amplifying the subtle surface movements of the object captured 

in the video and the accuracy of the results of research dealing with restoring the sound 

resulting from these vibrations. 
 

Eulerian Video Magnification (EVM) method 

Feature Extraction type Techniques Authers Ref. No 

Extracting the 

photoplethysmography (PPG) 

signal 

ICA (Independent 

Component Analysis), 

EVM (Eulerian Video 

Magnification). 

Karim Al-

Ghoul et 

al.2015 

[16] 

Extracting heart rate from thermal 

video. 

Eulerian Video 

Magnification (EVM) 

Stephanie L. 

Bennett 

al.2016 

[17] 

Thermal video data analysis 

 

Eulerian Video 

Magnification (EVM) 

Stephen 

Bennett and 

colleagues 

2017 

[18] 

To amplify the impact of minor 

adjustments 
edge-aware filtering. 

Shanmugaratn

am Raman and 

Manisha 

Verma 2018 

[19] 

To amplify the motion. Spatial Coordinates 

Mithun Kumar 

and colleagues 

2018 

[20] 

Detecting subtle yet significant 

changes. 
the fractional anisotropy 

Takeda et al. 

2019 
[21] 

Video analysis for extracting 

subtle changes 

Eulerian Video 

Magnification (EVM) 

Sanket Yadav 

et al. 2020 
[22] 

Spatial-temporal video analysis 
Eulerian Video 

Magnification (EVM) 

Rashmi Ranjan 

Das and 

colleagues 

2021 

[23] 

Sound Recovery Using Vibration 

Feature Extraction type Techniques Authers Ref. No 

Extracting audio information Optical Technology. 

Chaoyang 

Wang et al. 

2014 

[24] 
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The generation of sound filaments 

into a sound wave. 

Recurrent Neural 

Network. 

Andrew 

Owens and his 

colleagues 

2015 

[25] 

Sound is extracted from each 

patch by converting motor signals 

into audio signals 

Visual Microphone 

Johyun Ahn 

and his 

colleagues 

2016 

[26] 

Extracting sound-induced 

vibrations from silent videos. 

Singular Value 

Decomposition (SVD). 

Dashan Zhang 

et al. 2017 
[27] 

Extract sounds from subtle 

movements in the video. 

Momentary phase 

variations 

Yusuke 

Yasumi et 

al.2017 

[28] 

Extracting string vibrations from 

silent video and calculating the 

note tracking for each string 

separately 

Optical detection to 

extract music information 

Shir Goldstein 

et al. 2018 
[29] 

Extracting audio from vibrations 

captured in video footage. 

complex steerable 

pyramid 

Yohei Fuse et 

al.2018 
[30] 

To extract sounds from videos 
Complex Steerable 

Pyramid. 

Yohei Fuse et 

al.2018 
[31] 

To extract audio data from 

dispersed point patterns 

Variance-based Sound 

Recovery "VSR". 

Shir Goldstein 

et al.2018 
[32] 

Audio recovery from video 

compression techniques 

Sound Recovery from 

CCTV Video 

Compression Techniques. 

S.Y. et al. 

2018 
[33] 

Extracting audio from video and 

analyzing local vibration patterns. 
Local Visual Microphones 

Mohamed 

Amin Shabani 

and colleagues 

2018 

[34] 

Reduce noise before analyzing 

vibrations and recovering audio 

from video 

Visual Microphone 

Choong, Yee 

Kai Teed, and 

others 

2020 

[35] 

Extracting sound from light bulb 

vibrations with a remote 

photoelectric sensor 

Remote photoelectric 

sensor 

Ben Nassi and 

his team 2020 
[36] 

Extract audio signals from video 

by imaging vibrations caused by 

sound waves 

Sound quality 

improvement through 

Interpolation 

Atsushi 

Yoshida et 

al.2021 

[37] 
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Study of video resolution change 

during audio extraction from 

body vibrations in video using an 

optical microphone 

Visual Microphone 
Ren Jun et al. 

2022 
[38] 

 

 

1.7 Conclusion  

In this research, the amplification method was demonstrated and applied to video clips using 

the Eulerian video amplification (EVM) technique. The study showcased the effectiveness of 

this method in addressing gaps in the academic literature and produced favorable results across 

various metrics. Amplification was also utilized in conjunction with Virtual Microphone (VM) 

technology, as well as in related research. However, there is a lack of literature on analyzing 

micro-vibrations on the surface of an object using a visible microphone and restoring audio 

from these vibrations while minimizing noise interference on individual video frames before 

performing audio restoration using a virtual microphone. The results of the study were 

supported by several video and audio processing techniques and can be applied across a range 

of fields, including security, surveillance, medical, engineering, and physics. 
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