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Abstr act

This paper presents an effective method for improving the performance of
gpeaker identification system based on schemes combines the multi
resolution properly of the waveet transform and radial basis function neural
net works (RBFNN), evaluated its performance by comparing the results
with other method. Theinput speech signal is decomposed into L sub band.
To capturethe characteristic of the vocal tract, the liner prediction code of
each (including the linear predictive code (LPC) for full band) are calculated.
The radia basis function neural network (RBFNN) approach is used for
matching purpose.
Experimental results shows that the speaker identification using the methods
achieve (combines the wavdet and RBFNN) give (100%) identification rate
and higher identification rate compared with multi band liner predictive
code, in this paper used Matlab program to prove the results.

Key words: speaker identification, waveet transform, linear predictive code,
radial basis function artificial neural network.
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1- Introduction data from the voice signal that can
pesker identification is the later be used to represent each
Sproce;s of determining which
resisted speaker provides a speaker. Feature matching involves
given utterance by feature the actual procedure to identify the
extraction of a small amount of unknown spesker by comparing
extracted features from  hislher
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voice input with the ones from a set
of known speakers [1].

The identification may close
set, where it is assumed that the
unknown is in the st of known
speakers, or open set where the
unknown speaker may or may not
be in the set of known speskers.

Open sa identification is more
difficult. It is equivalent to
performing a closed Set
identification followed by
verification [2]. speaker

identification system was used in
this paper. Figure (1) shows the
block diagram of speaker
identification system. When the
feature  extraction component is
peformed wusing discrete  waveet
transfoom and LPC, while the
speaker matching components
performed using RBFNN.
2-Feature Extraction
2.1-Linear Predictive Coding (L PC)
One of the most powerful speech
analysis techniques is the method of
linear predictive analysis. This method
has become the predominant technique
for estimating the basic speech
parameters, e.g., pitch, formants,
spectra, vocal tract area functions and
for representing speech for low bit rate
transmission or storage. The
importance of this method lies both in
its ability to provide the speed and
extremely accurate estimates of the
computation. The basic idea behind
LPC analysisis that a speech sample
can be approximated as a linear
combination of past speech samples.
By minimizing the sum of the squared
differences (over afiniteinterval)
between the actual speech samples and
the linearly predicted ones.
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It is assumed that the variations
with time of the vocal tract shape can
be approximated with sufficient
accuracy by a secession of stationary
shapes. It is possible to define an all-
pole transfer function H(z) that
produces the output speech s(n) given
the input excitation u(n) (either an
impulse or random noise) is given by

[3]:

Thus, the linear filter is completely
specified by scalefactor G (gain factor)
and p predictor coefficients a,...,a,.
The number of coefficients p required
to represent any speech segment
adequately is determined by many
factors, such as the length of the vocal
tract, the coupling of the nasal cavities,
the place of the excitation and the
nature of the glottal flow function.

A major advantage of the all-pole
mode of the speech production is
that it alows one to determine the
filter parameters in  a straight-
forward manner by solving a set of
linear equations. In the all-pole
mode, the speech sample s(n) at n"
sampling instant is related to the

excitation, u(n) by the following
equation[3]:

8
) =4 a.s(n- k) +Gun)

k=1

................. (2)

Where u(n) is the "™ sampling of
the excitation and G is the gain

factor. Equation (2) represents
the LPC difference eguation, which
shows that the value of the present
outputt may be deemined by
summing the weighted present
input, Gu(n),and the weighted sum
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of the post output samples. If the
excitation u(n) is white noise, the
best estimate of the n"™  spesch
sample based on speech samples is
given by[3]:

&(n) = & a,s(n- K)
k=1

Where §(n) is called the predicted

value of s(n) and & is the predictor
coefficient.

The values of the estimated
predictor coefficients  can be
determined by  minimizing the
partial  derivatives of E, with
respect to ak (k=1,2,...... p)

TE, = 0 R (@]

fla,

Thisyidds p linear equations:

S0 D =8a A0 Hn-K)
.............. 5)

where i=0,1,...,p and k=1,2, P
The autocorrelation for the speech
samples (n) isR (i)

N-2-i

Ri)= & S(N)S(N+i)everrrrannns 6)
n=0

Then, Equation (6) can be

expressed by matrix representation

as[4]:
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The pXxp autocorrelation
matrix of the term has the form of a

Toeplitz matrix, which is
symmetrical  and has the same
values aong the lines paralld to

the main diagonal. This type of
equation is caled a YuleWalker
equation. Since  the positive
definition of the autocorreation
matrix is guaranteed by the
definition of the autocorreation
function, an inverse matrix exists
for the autocorrdation  matrix.
Solving the  eguation  permits
obtaining &.
The equation for the
autocorrelation method can  be
effectivdy solved by the Durbin’s
recursive solution method [4].
2.2 - Discrete Wavelet Transform
The Discrete Wavdet
Transform (DWT) is a specia case
of the WT that provides a compact
representation of a signal in time
and frequency that can be
computed efficiently. The DWT
analysis can be performed using a
fast, pyramidal algorithm related to
multi rate filter banks.
The main process peformed by
this algorithm is a number of
successive high pass and low pass
filtering of the time domain signal.
Consider waveet function [5]:

y jk(t):zjlzy (z-jt' K)
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Note that function y(2'jt- K)

was taken from the waveet
function as a result of  binominal
dilation and two parameter shift
that  will do for representing

arbitrary signal  x() from L*(R)

in the form of
xt)=a ady ()
i k

Where d;,  wavelet codficients
which are defined by equation:

dy = cx(ty e (t)et

.................. @0)
if view the sequence of scaling
function:
f(t)=27"2(2t- k)

.............. 1D
Then we get dternative waveet
transform given a discrete
sgndx(n),nl Z, its  discrete
waveet transform up to a leve
Jof depth (its multi resolution
decomposition on J  octaves)is
defined [6]:
J
o O i
x(n=a ad,(Ky, (n- 2’K)
j=1k=z
+éaj(K)fzi(n-2jK)
k=2
........ 12)
Where yz,(n 2JK)are the
analysis wavel ets and
fzi(n-ZjK) are the scaling

sequences. These are the discreat
versions of the continuous waveet

and scaling function dj(K)are the
wavelet coefficients, or the detailed
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sgnd a scalle 2';a(K)are the

scaling coefficients, or the
approximated at scae 2'; .Note
that the  wavdet coefficients

represent the details of the origina
signa at different of resolution.
The scaling coefficients represent
the approximation of the origina
signal x (n).

The coefficients h (n) and g (n)
,used to construct the set of scaling
and wavelet basis, are low pass (H)

and high pass (G) FIR filter

coefficients respectively. Where

H= {h (n} ad G = {g

(n)}.According to the eguation
(17), Gisthereverse of H.
g(n)=(-1"h(N-n

.................. @3)

Figure (2) shows filter

band of discrete wavelet transform
.The symbol |2 is down-sampler
(decimator) that it takes a signal
x(n) as input and produces an
output of y(n) = x(2n) ,which mean
that is discarded [5].
3- Radial Basis Function Neural
Network

Radial basis function (RBF)
surfaced as a possible variant of
artificial  neural networks (ANNYS)
in the late 80s and have been used
in basically two areas- functional
approximation for the time series
modeling and pattern classification.
In the area of pattern classification
they have been used for tasks such
as  speech  recognition,  speech
prediction, phone recognition and
face recognition [8].
The input data is fed into the input
layer and the input layer passes it to
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the hidden neurons, and the output
layer combines the output linearly
from the hidden neurons [9]. Figure
(3) shows basic architecture of
RBF networks.

From Figure (2) each layer is fully
connected to the next one with
simple first order connection. The
output of ith neuron of the output
layer is[10]:

v (9=8 wf (x- ' |

where f () is a function from R*
to R, generally decreasing, x is the
input vector, x are the input
examples of the learning database

and w; are the weights between
RBF and output unit. The index (i)
is omitted and Equation (19)
becomes [11]:
_anN j )
y)=a wf |x- x|
................ (15)
4- Distance Measure
For the speaker
identification task, the unknown
speech  is  compared with  al

reference speech. This can be done
through a distance measure. A
simple geometric distance measure
can be used. That is the Euclidean
distance measure. The Euclidean
distance can be defined as [12]:
D(x-y)=(a-a) (a-ay)

(16)

Whee a and a, are prediction
coefficients for reference and tested
speech  respectively. The decision
rule is to sdect the Pattern that best

matches the unknown. In this
approach, the minimum distance
classifier is used. This classfier
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assigns the unknown speech pattern
to the nearest reference speech
pattern.

5 Multi band Linear Predictive
Code (MBLPC) Speaker
I dentification Moddl

Figure (4) shows speaker
identification using multi  band
combination feature mode!.

6- Simulation Results for Multi
band Linear Predictive Code
(MBLPC)
Simulations of speaker
identification using Multi  band
Linear Predictive Code (MBLPC)
is carried out. The speech signal is

sampled a 16 KHz wusing a
computer sound blaster (in  normal
room conditions). The  speech

samples are quantized into 16 bit.
The continuous speech signal s
sectioned into frame of N with
adjacent frames overlapping of M
samples. Typicaly chosen values
of N and M are 320 samples (about
20 ms) and 128 samples (about 8
ms) respectively. All the
experiments were performed using
section of speech from 15 speakers.

* Table (1) shows
identification rate using MBLPC
model with

two bands and different types of
wavelet family (db2, db4, db6, db8
and db10).

Table (2) shows
identification rate using MBLPC
modd  with three bands and

different types of wavdet family.
* Table (3) shows identification
rate using MBLPC modd with four
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bands and different types of
wavelet family.

7 - Speaker identification using
multi  band and radial basis

function (MBLPC and RBFNN )
MODEL

The  proposed maode for
Speaker identification using multi
band and radial basis network is
shown in figure (5).

8-  Simulation
MBLPC
(MODEL)

a Framing
signal.
Windowing the input speech
signal using Hamming
window.

Obtaining discrete  waveet
transform  decomposition  of
the input speech signal using
different types of wavdet
family.
Obtaining the approximate
coefficients from the waveet
transform.
Extracting the features LPC
from each band (including
full band)
Extracting the features LPC
from the test speech signal.
Recombining the LPC from
each band and full band in a
signal feature vector.
Feature  matching
the similarity
between test and
using RBFNN.
9- Experimental  Results
MBLPC and RBFNN (MODEL)
All  the experiments were
performed using 15 speakers. The
speech signal is sampled at 16
KHZ using computer blaster (in
normal  room  conditions). The
Speech samples are quantized into

Procedure for
and RBFNN

the input speech

b-

performs
measure
reference

for
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16 bit. The next step is to
normalize  the  utterance  with
respect to identity clam. The
utterance is converted into effective
parametric representation for
Speaker  identification  done by
feature extraction step discrete
wavdet transform and (LPC).
Feature  matching peforms the
similarity measure  between  the
unknown utterance and reference
templatee. RBFNN is used for
matching purpose. The RBFNN
have two output nodes, one
indicating the likedihood that the
input vectors belongs to the true
speaker and the other likdihood
that it beong to an impostor
athough only the first of these was
actually used in  experimental
results.  Target  values  during
training were [0, 1] for true spesker
frame. The number of training
pattern used to train network was
typically 1100 (depending upon
utterance length) The RBFNN used
275 nodes in hidden layer. The
decision rule is then made by
sdecting the test speech signal with
maximum  similarity to reference
Speech signal. The  previous
procedures are repeated for all
unknown speakers and the system
is checked to be accessed for
identifying speaker or not, then the
system is tested to find the
identification rate which is defined
as

[identification Rate(IR) =|
NOof correctdentifitianspeses. , 0. (21)

totalNOof spekers
Table (1)  shows identification rate
using  wavdet transform  and
RBFNN  with two bands and
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different types of waveet
(db2, db4, db6, db8 and db10).
Table (2) shows identification
using  wavdet transform

RBFNN  with three bands
different types of wavdet family
Table (3) shows identification
using wavdet transform

RBFNN  with four bands
different types of wavdet family.
From these tables Speaker
identification rate using waveet
and RBFNN with two band gives
higher identification rate compared
with other bands.

10- Conclusions

family

rate
and
and

rate
and
and

The following points are
concluded from the simulation
result.

1- Speaker identification using
wave et transform and
(RBFNN) modd gives  the
highest identification rate

compared with MBLPC and

it can be seen that the
identification rate of  this
method is (100%) for waveet
family (db2,db4,db6,db8) and
two bands.

2- Spesker identification  using
wavel et transform and
(RBFNN) mode gives the
highest identification rate with
different band in db2, db6 and
db8.

3- Spesker identification  using
this method with two bands
gives
the highest identification rate
compared with three band and
four bands.

4- Spesker identification  using
this method with four bands
gives
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bad results for identification
rate compared three bands.
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Table (1) shows identification
rate using MBLPC mode
with two bands and different
types of wavelet family (db2,
db4, db6, db8 and db10).
Table (1) ldentification rate
results using MBLPC
model
Wavelet | dentification
family rate %
db2 93.333
db4 80
db6 86.667
db8 80
db10 86.667
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Table ()] shows
identification rate using
MBLPC model with three
bands and different types of
wavelet family (db2

Table (2 | dentification
rate results usng MBLPC

model

Wavelet I dentification
family rate %
db2 93.333
db4 80
db6 86.667
db8 80
db10 93.333

Table (3) shows identification rate
using MBLPC modd with four bands
and different types of wavelet family

(db2
Table (3) ldentification rate results
using MBL PC model

Wavelet Identification rate %
family
db2 86.667
db4 80
db6 86.667
db8 80
db10 86.667
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Figure (1) The block diagram of speaker identification
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Figure (3) Basic architecture of RBF networks
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Figure (6) shows the architecture of RBF arterial neural
network
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