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Abstract  
     The main goal of this paper lies briefly in submitting and modifying some 

numerical methods for solving system of linear Fractional order Integro- Differential 
Equations of Fredholm type (L.FFIDE's). in this method four kinds of shifted 
Chybeshev polynomials (T*,U*,V*and W*) are used as a bases of independed 
polynomials approximation fn(x) .The general fractional derivatives of these 

polynomials are formulated )**,*,*( nWandDnVDnUDnTD αααα      in the 
framework of the Riemann-liouville definition  .Some numerical examples are 
solving to show that the different between these polynomials , furthermore 
Algorithms and programs by using MATLAB program are given . 

Keywords : Shifted Chybeshev Polynomials, System of fractional integro-
differential equations. 

  لمعادلات تكاملية تفاضلية كسورية دوال شيبيشيف المعدلة لحل نظام محدد

 الخلاصة
 المعادلات نظام لحل العددية الهدف الاساسي من هذا البحث هو تقديم وتطوير بعض الطرق     

استخدمت اربعة انـواع مـن الـدوال. التفاضلية التكاملية الكسورية الخطية من النوع فريدهولم
تم ايجاد المشتقات الكسورية لهـذه الـدوال. شيبيشيف كدوال لتقريب الدوال المجهولة المتعامدة 

تم اعطاء بعض الامثلة التوضيحية لبيان الفروقات في النتـائج. الاربعة باستخدام تعريف ريمان 
علاوة على ذلك تم اعطاء خطوات الحل المتبعة في ايجـاد الحـل العـددي. بين دوال التقريب 

.برنامج الماتلاب باستخدام

1-Introduction
Fractional calculus is the field of

mathematical analysis which deals 
with the investigation and 
applications of integrals and 
derivatives of arbitrary order (real and 
complex numbers). The term 
fractional is a misnomer, but it is 
retained following the prevailing use. 
      System of fractional integro-
differential equations are equations 
having unknown function together 

with both fractional differential and 
integral operations and has the form: 
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   i=1,2,…,m  ; a ≤ x ≤ b 
     The theory and application of 
fractional integral and derivatives can 
be fund in many fields of science and 
engineering, such as Viscoelasticity, 
fractional differential which have 
been used to describe material's 
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constitutive equations. In fact a well-
known equation which contains a 
fractional integral operator is the Abel 
integral equation.[1,2,4,5,9 ].  
 
2-Basic Definitions: In this section 
we give definitions: 
2-1 Definition: the fractional 
derivative by Reimaan-Lovill (R-L) 
has the form: 
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Where m is an integer number less 
than α. [3, 5, 7] 
Note: In this paper, we use R-L 

definition and its properties to 
find fractional        derivatives 
of polynomials.   

2-2 Some important properties of 

operator (Dα
x ) [7,8]: 
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where m=0, 1, 2,…,   α > 0. 
     In a special case, α =0.5 we have: 

d- D
x

ccx π
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e- D
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m
x π)!2(
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5.0 =      

   m=0, 1, 2,… 
3- Chebyshev polynomials [3]: 
Chebyshev polynomials are 
orthogonal functions, and every 
where dense in numerical analysis. 

These polynomials have four kinds 
and have the forms: 
3-1 First kind Tn(x) is a polynomial 
in x of degree n. Defined by the 
relation:  
 Tn(x) =cos (nθ)                   where                     
x = cos θ                               …(1) 
The range of the variable x is the 
interval [-1,1], and the range of θ can 
be taken as [0,π]. 
The recurrence relation: 
  Tn(x) = 2xTn-1(x) – Tn-2(x)   ; n=2, 
3,… where T0(x) =1 and T1(x) =x                     
                                             …(2) 
The general form given by:      

Tn(x)= )2(
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; T0(x)=1 ; n > 1                   …(3) 
3-2 Second kind polynomial Un (x): 
It is a polynomial of degree n in x 
defined by: 
      Un(x) = sin (n+1) θ/sin θ              
where x = cos θ                    … (4) 
The recurrence relation: 
      Un(x)=2xUn-1(x)- Un-2(x)   ; 
n=2,3,…  where U0(x)=1  ; U1(x)=2x          
                                            …(5) 
The general form:       

Un(x)= )2(
]2/[
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−   ; 

U0(x)=1 ; n > 1                    …(6) 
3-3 Third kind polynomial Vn(x): 
Are polynomials of degree n in x 
defined by:        
  Vn(x)=cos (n+1/2) θ / cos(1/2 θ)                 
Where   x= cos θ                   …(7) 
The recurrence relation: 
   Vn(x)=2xVn-1(x)-Vn-2(x)   ; n=2,3,…  
where V0(x)=1  ; V1(x)=2x-1   …(8) 
3-4 Fourth kind polynomial Wn(x) : 
are polynomials of degree n in x 
defined by : 
    Wn(x) = sin (n+1/2) θ/sin (1/2 θ)          
where x=cos θ                       … (9) 
     The recurrence relation: 
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    Wn(x) =2xWn-1(x)- Wn-2(x)  ; 
n=2,3,..  Where W0(x)=1  ; 
W1(x)=2x+1                      …(10)                           
    
4-Connections between the four 
kinds of polynomials: 
  Since   sin (n+1)θ-sin (n-1)θ=2sinθ 
cos nθ   we have :  
  Un(x) – Un-2(x) = 2Tn(x) ;      
n=2,3,…      where U0(x) = T0(x) =1          
                                        …(11) 
 Un(x) = 1/2 [ Vn(x) + Wn(x) ]       
n=2,3,…                          …(12) 
Since the trigonometric relations 
       2 sin(1/2 θ) cos(n+1/2)θ = 
sin(n+1)θ- sin(nθ) 
       2 cos(1/2 θ) sin(n+1/2)θ = 
sin(n+1)θ+ sin(nθ) 
 We have  
Vn(x) = Un(x) – Un-1(x)                
where U0(x)=1  ; U1(x)=2x   …(13) 
 Wn(x) = Un(x) + Un-1(x)              
where U0(x)=1  ; U1(x)=2x   …(14) 
 
5-The shifted Chebyshev 

polynomials (T *
n ,U*

n ,V*
n and W *

n ) 
[ 10] : 
 Since the range [0,1] is quite often 
more convenient to use than range [-
1,1] , we sometimes map the 
independed variable x in [0,1] to the 
variable s in [-1,1] by the 
transformations     
  S =2x-1       or   x = 1/2 (1+s) 
                                          … (15) 
Using the variable s into equations 
above (3,6,13 and 14) we have four 
forms of shifted Chebyshev 
polynomials,eq's (16-19).  

  T *
n (x) = Tn(s); U *

n (x) = Un(s); 

V*
n (x) = Vn(s); W *

n (x) = Wn(s) 
where s=2x-1 
And the general forms: 

T
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T0(s)=1 ; n > 1                 …(16)     

  U *
n (x) 
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U0(s)=1 ; n > 1                 …(17) 

  V
*
n (x) = Un(s) – Un-1(s)              

where U0(s)=1  ; U1(s)=2s     …(18) 

  W
*
n  (x) = Un(s) + Un-1(s)           

where U0(s)=1  ; U1(s)=2s     …(19) 
 
6- Fractional Derivatives of shifted 
Chebyshev polynomials: 
         Consider the properties of the 

operator (D
α
x ) eq's(1-2 a, b, and c) 

putting in eq's (16,17,18 and 19) 
yield: 
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 D
α
x V

*
n (x) = D

α
x Un(s) – D

α
x Un-1(s)      

where s=2x-1                     …(22) 

 Dα
x W *

n  (x) = Dα
x Un(s) + Dα

x Un-

1(s)     where s=2x-1          …(23)     
  Where U0(s) and U1(s) from eq's(17) 
respectively. 
REMARK 6-1: If α = 0.5 and using 

properties of operator (D
α
x ) eq's(c 

and d) then the general forms of 
fractional derivative of shifted 
Chebyshev polynomials yield: 

 D
5.0

x T
*
0 (x) 

)(
1

ssqrt π
= ;      where 

s=2x-1                             …(24) 

 D 5.0
x U *

0 (x) 
)(

1
ssqrt π

= ;        where 

s=2x-1                                … (25) 
 
7- System of Linear Fractional 
Integro-Defferintial Equation of 
Fredholm type (S.LFFIDE's):   This 
system is given by the form [6]: 
D=
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  i=1,2,…,m  ; a ≤ x ≤ b       …(26) 
The system has (m) independed 
equations, Any equation has (m) 

unknown functions )(xf i . For 
example let m=2 the system eq(26) 
gives two the following equations: 
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8- Solving the system of 
(S.LFFIDE's): In this section we 
give a numerical method to solve this 

system (i.e find unknown 

functions )(xf i  ) by using two 
steps: 
Step1: We approximate unknown 
functions by (N) known functions 
( rΦ ) by the form:        

  )(xf i ≈ )(xf i
N = r

N

r

i
rc Φ∑

=0

                             

                                        …(27) 
The important conditions (the known 
functions (bases) rΦ must be 
linearly  independed) so that in this 
work we choose orthogonal functions 

(T*
n ,U*

n ,V*
n and W*

n ) as a bases 
functions. 
Butting eq(27) in eq(26) yields eq 
(28), that is to give a system of (M) 
equations with ( m(N+1)) unknown 

parameters ( i
rc  ) , we must found 

them to find solution of the system. 
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   i=1,2,…,m  ; a ≤ x ≤ b     …(28) 
Step2: In this step we choose (N) 
points (xk) in the interval [a,b] 
i.e(a≤x0<x1<…<xN≤b) , putting these 
points in the system equations (28) 
we have system eq(29) which gives 
(m(N+1))independed equations with 
(m(N+1)) unknown parameters 

( i
rc ),solve this system using Gauses-

Elimination. 
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 i=1,2,…,M ; k=0,1,…,N       …(29) 
Remark8-1: We can write the system 
of eq(29) by a matrix from as: 
                             AC = G    … (30) 
where A is (m(N+1)) by (m(N+1)) 
matrix contains (m by m ) sub-
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matrices (A rk
ij ) where I,j=1,2,..,m ; 

r,k=0,1,2,…,N we can write as: 
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r,k = 0,1,2,…,N                   …(31) 
Where the sub-matrices are: 
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the elements ( rk
ija ) from eq(33)          

                                             …(32) 
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The C column has m sub-columns 

(C i
r ) and we can write them as: 
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Similarly, we can write the G column 
by (N+1) sub columns as: 
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    where 
i
kg = )( k

i xg            

                                             …(35) 
Remark 8-2: Since eq(33) and 
properties (d and e ) of operator ( 

D
5.0

x ) then all parts of matrix (A) has 

the part (
xπ

1
) so that we must 

choose points  
(xk , k=0,1,2,…,N)s.t(2xk -1> 0 ) or 
(xk > 0.5), in general xk= 
0.55+k(0.45/N)                     …(36) 
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 For example if N=2 then k=0,1,2 and 
xk={0.55,0.77,1}. 
Algorithm: Steps to solve 
(S.LFFIDE's): 
Step1: Choose points xk use eq(36) 
where k=0,1,…,N. 
Step2: Evaluate ( rk

ija ) use eq's(33) 
and eq's (16-19, 20-23) for all 
i,j=1,2,…,m ;  
           k,r=0,1,2,…,N . 

Step3: compute i
kg  use eq(35) for 

all i=1,2,…,m ; k=0,1,…,N . 
Step4: construct the general matrix A 
use eq's(31-32) with step2 and 
column G using eq(35) with step3. 
Step5: solve the system AC = G  use 
Gauses-Elimination to find column C 
where                                
            C =A\G or C=inv(A)*G. 
Step6: find the approximate solutions 

)(xf i
N  use eq(27) where the bases 

functions rΦ are one of  bases 

(T *
n ,U *

n ,V *
n and W *

n ). 
Note: in this work we use programs 

in MATLAB with six steps 
above to find approximate 
solution where: 

FNiT*means programs use steps 
above to find approximate solution 
to )(xf i .      
FNiU* means programs use steps 
above to find approximate solution 
to )(xf i .      
FNiV* means programs use steps 
above to find approximate solution 
to )(xf i .      
FNiW* means programs use steps 
above to find approximate solution 
to )(xf i .  
Example1: Solve the linear system 
(FFIDE's):      

∑∫
=
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1

0

5.0 )(),()()(D
j

j
ij

ii
x dttftxkxgxf

   where  kij(x,t)=1; I,j=1,2 and 

     g1(x) 12
−=

x
x

π
  ; 

g2(x) 5.04
−=

x
x

π
 with exact 

solution f1(x)=x ; f2(x)=2x. 
Solution: Choose N=1 and running 
four programs above the results of 
this example listed in tables (1-1), (1-
2) which obtained by using bases 
(T *

n ,U *
n ,V *

n and W *
n ).   

 
Example 2: Solve the linear system 
(FFIDE's):        

∑∫
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j
ij
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   where  kij(x,t)=1; i,j=1,2 and 

     g1(x) 32
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x
x

π
 ; 

g2(x) 5.0841 2

−++=
x

x
x
x

x πππ
 

with exact solution f1(x)=x ; 
f2(x)=1+2x+3x3. 
Solution: Choose N=2 : and running 
four programs above the results of 
this example listed in tables (2-1), (2-
2) which obtained by using bases 
(T *

n ,U *
n ,V *

n and W *
n ). 

 
Example 3: Solve the linear system 
(FFIDE's):        

      D ∫+=
1

0

2115.0 )()()( dttfxgxfx   ; 

D ∫+=
1

0

1225.0 )()()( dttfxgxfx       

g1(x) )()(1 23 eexerfe
x

x −−+=
π
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;    

g2(x) )1()(1
−−+= exerfe

x
x

π
 

 with exact solution    f1(x)= xe  ;       
f2(x)= 2+xe . 
 
Solution: Choose N=5,8 and running 
four programs above the results of 
this example listed in tables (3-1), (3-
2) which obtained by using bases 
(T *

n ,U *
n ,V *

n and W *
n ).  

   
Conclusions 
1. All kinds of shifted Chebyshev 

polynomials (T *
n ,U*

n ,V*
n and W *

n )  
as a basis function which are used in 
this paper have proved their 
effectiveness in solving linear system 
(FFIDE's) numerically and finding 
accurate results, when unknown 
functions are algebraic functions, 

other functions the U*
n  gives better 

solution than other bases. 
2. All Chebyshev polynomials 
depends on N as N increasing, the 
error term is decreased.  
3. The results show a marked 
improvement in the least square errors 
from which we conclude that. 
 
References 
[1]-Adolfsson,K.& Enelund, 
M.,"Dicretization of Integro-
Differential Equations Modeling 
Dynamic Fractional order 
Viscoelasticity"Appl.Mech.,2004. 
[2]-Atkinson, K.E.,"An Introduction 
to Numerical Analysis",Second 
Edition John Wiley and Sons, 
Inc.,New York,1989. 
[3]-Chebyshev Polynomials 
,J.C.MASON,D.C.HANDSCOMB,20
03 by CRC Press LLC. 

[4]-Del-Castillo,D.,"Fractional 
calculus :Basic Theory and 
Applications (part1)",Lectures 
presented at the Institute of 
Mathematics, City.Mexico, 
UNAM.August 2005. 
[5]- Diethelm,K,& Free,A.D.,"The 
frac PECE subroutine for the 
Numerical solution of Differential 
Equations of Fractional Order",In 
S.Heinzel,T.Plesser (eds):For schung 
and wissens chaftliches 
Rechnen:Beitrage zum Heinz-
Billing,-preis 1998,Gotting,pp.57-
71,1999. 
[6]-
Gorenflo,R.&Mainardi,F,"Fractional 
calculus:Integral and Differential 
Equations of Fractional 
Order",Spriner Verlag,Wien and 
NewYork,1997. 
[7]-Jerri,A.J.,"Introduction to Integral 
Equationswith.Applications".MarcelD
ekker,Inc.,New York and Basel,1985. 
[8]-Oldham.K.B.& spanier J.,"The 
Fractional calculus :Theory and 
Applications of Differentiation and 
Integration.to Arbitrary 
order",Academic press,New York and 
London,1974. 
[9]-Ross,B.,"Fractional calculus and 
Its Applications", Lecture Notes in 
Mathematics vol.457,proceedings of 
the International conference Held at 
the University of New Haven,June 
1974,New York,1975. 
[10]-Schmidt A.& Gaul L.,"FE 
Implementation of viscoelastic 
Constitutive stress-strain Relations 
Involving Fractional Time 
Derivatives", A Report, Institute A 
Fur Mechanik, University stuttart 
Germany,2000.    
 
 

  
  

  

PDF created with pdfFactory Pro trial version www.pdffactory.com

http://www.pdffactory.com
http://www.pdffactory.com


  Eng. & Tech. Journal ,Vol.28, No.3,2010              Shifted Chybeshev Polynomials for a certain            
                                                                                     system of fractional order Integro-Differential        

                                                                                                    Equations 
   

 

  

  

  

Ex1-(N1) 

  
  
  
  
 

 
  
  

 

 

 

 

 

 

 

PDF created with pdfFactory Pro trial version www.pdffactory.com

http://www.pdffactory.com
http://www.pdffactory.com


  Eng. & Tech. Journal ,Vol.28, No.3,2010              Shifted Chybeshev Polynomials for a certain            
                                                                                     system of fractional order Integro-Differential        

                                                                                                    Equations 
   

 

 

 

Ex2: 

  
  
  
  

  
 

 

PDF created with pdfFactory Pro trial version www.pdffactory.com

http://www.pdffactory.com
http://www.pdffactory.com


  Eng. & Tech. Journal ,Vol.28, No.3,2010              Shifted Chybeshev Polynomials for a certain            
                                                                                     system of fractional order Integro-Differential        

                                                                                                    Equations 
   

 

Ex3-(N=5) 

 
 

 

  

  
  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

PDF created with pdfFactory Pro trial version www.pdffactory.com

http://www.pdffactory.com
http://www.pdffactory.com


  Eng. & Tech. Journal ,Vol.28, No.3,2010              Shifted Chybeshev Polynomials for a certain            
                                                                                     system of fractional order Integro-Differential        

                                                                                                    Equations 
   

 

 

 

 

 

 

 

Ex3-(N=8) 

  

PDF created with pdfFactory Pro trial version www.pdffactory.com

http://www.pdffactory.com
http://www.pdffactory.com

