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Abstract 
     This paper presents a class derived from convolutional code called turbo code. The 
performance of turbo code is investigated through examining the effect of different constraint 
length, the effect of changing rate, and the effect of interleaver on the performance of turbo 
code with presence burst errors. 
The performance of turbo code is investigates through computer simulation, by using 
MATLAB program.  
The simulation encoder is composed of two identical RSC component encoder with parallel 
concatenated, separated by interleaver.The turbo code simulation results are shown 
graphically for different constraint length, in hard and soft decision. Also the simulation 
results are shown for case with interleaver and without interleaver.       

  طول التحديد وتاثير المشذر على اداء مرمز تربوتاثير اختلاف 
الخلاصه 

 تربو   تم التحقق من اداء مرمز.ز تربو رمفه وهي ممن المرميزات الملت ث نوع مشتقالبح هذا يعرض  
على اداء ) rate( تغير المعدل      وتاثير   )   constraint length( تاثيراختلاف طول التحديد            من خلال اختبار      

من تاثير البحث   قيتحق وكذلك     , زمرم ال   اداء    على  )    interleaver( تاثير المشذر     كذلك اختبار      و , مرمز تربو    
  .مع البيانات )  burst(اخطاء نوع وجود  في حالة تربو زمرمالمشذر على اداء 
من        لتحقق  ا ن  ء     ا ا د بي               ا حاسو تمثيل  ل  خلا من  تم  بو  تر مز  مج      ا تخدباس , مر نا بر .)   MatLab( م 
بينهما  ويفصل    متسلسله على التوازي          RSC  مرمز    من اثنان من يتشكل تربو مرمز ,في التمثيل الحاسوبي

لتمثيل مبينه بيانيا     نتائج    ان  . مشذر   كما ان نتائج, القرارالناعم والقرارالصعب              لحالة   طوال تحديد مختلفه       لا   ا
 .وجود او عدم وجود المشذر التمثيل مبينة لحالة
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1. Introduction 
The task facing the designer of 
digital communication system is 
that of providing a cost-effective 
facility for transmitting information 
from one end of the system at a rate 
and a level of reliability and quality 
that are acceptable to the user at the 
other end. The two key system 
parameters available to the designer 
are the transmitted signal power and 
channel bandwidth, these two 
parameters, together with the power 
spectral density of noise, determine 
the signal energy per bit-to-noise 
power spectral density ratio 

ob NE / ,this ratio determines the 
bit error rate, practical consideration 
usually place a limit on the ob NE /  
value, for fixed ob NE / the only 
practical option available for 
changing data quality from 
problematic to acceptable is to use 
error-control coding. Error control 
for data integrity may be exercised 
by means of forward error 
correction (FEC) [1]. (FEC) channel 
codes are commonly used to 
improve the energy efficiency of 
wireless communication systems. 
On the transmitter side, an (FEC) 
encoder adds redundancy to the data 
in the form of parity information, 
then at the receiver      a (FEC) 
decoder is able to exploit the 
redundancy in such away that a 
reasonable number of channel errors 
can be    corrected.[2]                                         
A major advancement in coding 
theory occurred in 1993, when 

group of researchers (Berrou, 
Glavieux, and Thitimajshima) 
working in France developed turbo 
code. [2] 
 
 
2. Channel Coding  
Channel coding often used in digital 
communication systems to protect 
the digital information from noise 
and interference and reduce the 
number of bit errors. Channel coding 
is mostly accomplished by 
selectively introducing redundant 
bits into the transmitted information 
stream; these additional bits will 
allow detection and correction of bit 
errors in the received data stream 
and provide more reliable 
information transmission [3]. 
There are two main types of channel 
codes namely block codes and 
convolution codes. 
3. Convolution Codes 
Convolution codes are one of the 
most widely used channel codes in 
practical communication systems, 
this codes convert the entire data 
stream into one signal codeword, the 
encoded bit depend on the current  
k   input and past bits. [3] 
A convolution code is generated by 
passing the information sequence to 
be transmitted through a linear 
finite-stat shift register (flip-flop), 
the shift register consist of M  
stages and n  linear algebraic 
function generators as shown in 
fig,(1).The input binary data to the 
encoder is shifted into and along  the 
shift register k  bits at  a time. The 
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number of output bits for each k -
bit input sequence is  n   bit, the 
code rate is defined as CR = k / n , 
the parameter  K  is called 
constraint length of the convolution 
code, it is defined as K = M +1     
[4] 
The convolution code structure is 
easy to draw from its parameters ( n  
= number of output bits, k  = 
number of input bits, M =number 
of memory  register), first draw M 
boxes representing the M  memory 
registers, then draw  n   modulo-2  
adders to represent  n   output bits, 
then connect the memory registers 
to the adders using generator 
polynomials [5].            The 
generator polynomials defined by      
g )(i (D) = g 0

)(i + g 1
)(i D + 

g 2
)(i D 2 + …g )(i

M
MD         

where: D denotes the unit-delay 
variable, and  g 0

)(i  , g 1
)(i , 

g 2
)(i , …. g )(i

M    is the coefficients   
equal       0  or 1   . [1]     
4. Maximum Likelihood Decoding 
of Convolution Code:- 
For convolution code let m  denote 
a message vector and c  the code 
vector applied by the encoder to the 
input of a discrete memory less 
channel and r denote the received 
vector, which may differ from the 
transmitted code vector due to 
channel noise. The decoder is 
required to make an estimate  m̂  of 
the message vector and an estimate 
ĉ  of the code vector. m  = m̂  if 
and only if ĉ = c , otherwise, a 
decoding error is committed in the 
receiver. 

Let p ( r | c ) denotes the conditional 
of   receiving r , give that c  was 
sent, and Log p ( r | c ) is the log-
likelihood function, the decision rule 
is described as     follow:- 
Choose the estimate ĉ for which the       
log- likelihood function 
Log p ( r | c ) is maximum.            
In the case of binary systematic 
channel, the transmitted code vector 
c  and the received vector r  
represent binary sequences of 
length N , and these two sequences 
may differ from each other in some 
locations because of error             
due to channel noise, then  

p ( r | c ) = Π
=

N

i 1
p ( ir | ic )   [ ir , ic  

the ith  element of r  and c ] 
Correspondingly the Log-likelihood 
is Log p ( r | c ) = 

∑
=

N

i
Log

1
p ( ir | ic ) 

Let the transition probability 
p ( ir | ic ) be   defined as:                                  

p ( ir | ic ) = p       if      ir ≠ ic  
                =1- p    if     ir = ic  
If  r  differs from c in d  positions 
(the number d  is the humming 
distance between r  and c ). 
The Log -likelihood function may 
rewrite as:            Log p ( r | c ) 
= d Log p     +   ( )dN −   
Log (1- p )                 

                        = d Log (
p

p
−1

)   +   

N  Log ( p−1 ) 
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In general, the probability of an 
error occurring is low enough to 
assume p <1/2, and 
N Log ( p−1 ) is constant for 
all c . Accordingly the maximum-
likelihood decoding rule for the 
binary         systematic channel as 
follows:-                             choose 
the estimate ĉ  that minimizes the 
hamming distance between the 
received  
Vector r and the transmitted vector 
c [1]. 
5. The Viterbi Algorithm:-  
A convolution encoder is basically   
a finite state machine. The optimum 
decoder is a maximum likelihood 
sequence estimator, therefore, the 
optimum decoding of a convolution 
code involves a search through the 
trellis for most probable sequence. 
Depending on whether the detector 
following the demodulator performs 
hard or soft decisions, the 
corresponding metric in the trellis 
search may be either                a 
hamming metric or a Euclidean        
metric [4].  
Consider the use of Viterbi 
algorithm for optimum decoding of 
the convolution encoded 
information sequence, for example, 
the trellis diagram of fig (2) for 
convolutional of fig (3) with rate 
1/2 and constraint length 3, for each 
level j there are two paths entering 
any of the four note in the trellis., A 
minimum distance decoder may 
make a decision at each point as to 
which of these two paths to retain 
without any losses of performance. 
The Viterbi algorithm operates by 
computing a metric (humming 
distance between the coded 

sequence and received sequence) or 
discrepancy for every possible path 
in the trellis. Thus for each node in 
the trellis the algorithm compares the 
two paths entering the nodes, the 
path with the lower metric is retained 
(which is called survivor or active 
path) and the other is discarded, this 
computation is repeated for every 
level j of the trellis in range 
M Lj ≤≤   (where M = K -1 is 
the encoder’s memory, and  L  is the 
length of the incoming message 
sequence). The survivor path and its 
metric for each state of the trellis are 
stored.     The Viterbi algorithm 
selects the single survivor path left at 
the end of the process as ML path. 
Trace-back of the ML path on the 
trellis diagram would then provide 
decoded sequence. [3],[1] 
6. Hard and Soft Decision 
Hard-decision and soft decision 
decoding refer to the type of 
quantization used on the received 
bits, hard decision uses     one-bit 
quantization on the received channel 
values, while soft decision decoding 
uses multi-bit quantization on the 
received channel values .[3] 
The Viterbi algorithm utilized the 
trellis diagram to compute the path 
metrics. Each state in the trellis is a 
signed a value. The partial path 
metric is determined from state S=0 
at time t=0 to state S ≥ 0. At each 
state, the best partial path metric is 
chosen from the terminated at that 
value.  
In hard-decision, Viterbi algorithm 
calculate the hamming distance 

)(

1

)( j
t

n

j

j
t yr −∑

=

to find tht branch 
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M ( tt yr ) to compute partial tht  

path metric       tM ( yr ) = 

∑
=

t

t

M
0

( ii yr ). Convolutio-nally 

the best partial path metric is the 
partial path metric with the smallest 
value. 
The result of the viterbi algorithm is 
a unique trellis path corresponding                
to   ML path.  
The soft decision viterbi algorithm 
is similar to its hard decision 
algorithm except that squared 
Euclidean distance is used in the 
metric instead of hamming distance.                                                     
In soft decision calculate the 
squared    
Euclidean distance            

2

1

)(∑
=

−
n

j

j
t

j
t yr             

To find tht  branch metric     

)()(
1

)()(∑
=

=
n

j

j
t

j
ttt yrMyrM , 

and compute the tht partial path 

metric tM ( yr ) = ∑
=

t

t

M
0

( ii yr ) 

from calculate V ( 1, −tkS ) + 

M ( tt yr ),     convolutionally the 
best partial path metric is the partial 
path metric with the smallest   
value. Generally with soft decision 
decoding, approximately 2dB of 
coding gain over hard decision 

decoding can be obtained in 
Gaussian channel. [3]  
7. Turbo Code Encoder 
The encoder of a turbo code consists 
of two constituent systematic 
encoders joined together by means of 
an interleaver,          as illustrated in 
fig (4). The interleaver      is a 
critical part of the turbo code,              
it is a simple device that rearranges         
the order of the data bits.                                                        
Most errors in a transmitted signal 
are due to noise, which usually 
comes in bursts. Interleaving gets rid 
of these bursts and spreads the errors 
randomly throughout the code. This 
is necessary since convolutional 
codes work very well on random or 
independent errors and rather poorly 
on bursts of errors. [6] 
 The interleaver can be of many 
types, of which the periodic and 
pseudo-random are two. Turbo codes 
use a pseudo-random interleaver, 
which operates only on the 
systematic bits. [2],[1] 
The constituent codes recommended 
for turbo codes are short constraint 
length recursive systematic 
convolutional (RSC) codes with 
parallel concatenated. The reason for 
making the convolutionl codes 
recursive (i.e. feeding one or more of 
the tap outputs in the shift register 
back to the input) is to make the 
internal state of the shift register 
depend on the past output. This 
affects the behavior of the error 
pattern, with the result a better   
perform- ance of overall coding 
strategy is     attained. [1] 
An example of turbo-code encoder 
depicted in fig (5) consists of two 
identical RSC codes, 1C  and 2C  
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which are connected to each other 
using parallel concatenation. Both 

1C  and 2C  input use the same bit   

kd , but due to the presence of an 
interleaver, input bits kd appears in 
different sequence. At first iteration 
the input sequence kd  appears at 

both outputs kx  and ky1 or ky2 , if 
the encoders 1C and 2C  are used 
respectively in 1n and 2n  iteration, 
their rates are respectively equal 

to 1R =
21

21

2 nn
nn

+
+

, 2R =
12

21

2 nn
nn

+
+

    

[7],[8] 
8. Turbo code decoder 
The decoder depicted in fig (6), it is 
made up of two elementary 
decoders ( 1DEC , 2DEC ) in serial 
concatenation.  An interleaver 
installed between two decoders is 
used to scatter error bursts coming 
from  1DEC  output. 
DEMUX/INSRYION (DI) block 
works as a switch, redirecting input 
bits ky  to 1DEC at one moment 
and to 2DEC  at another. In off 
state, it feeds both          ky1  and 

ky2  inputs with zeros.                           
For a discrete memoryless Gaussian 
channel and a binary modulation, 
the decoder receives a couple of 
random variables   kx    and   ky     
at time k     kx = (2 kk id +− )1 ,   

ky = (2 ky kq+− )1  
Where ki and kq  are independent 
noise components having the same 
variance 2σ . ky  Is a k -th 

redundant information         bit from 
ky  encoder output, ky  is 

demultiplexed and sent through (DI) 
to 1DEC  when ky = ky1 and to 

2DEC when  

ky = ky2 . 
 The soft decoding is better than hard 
decoding, therefore, 1DEC  Yield a 
soft decision and delivers it to 

2DEC .The logarithm of likelihood 
ratio (LLR), )( kd∧ associated with 

each decoded bit kd  by the first 
decoder 1DEC  is               a relevant 
piece of information for the second 
decoder 2DEC . 

)( kd∧ = Log
)0(
)1(

=
=

kr

kr

dp
dp

 is a 

posteriori probability (APP) of data 
bit kd  where                     

kr dp ( = 1,0), =ii .                                      
A Viterbi algorithm is unable to 
calculate, thus it can not be used 
in 1DEC . Instead of that, modified 
BCJR algorithm is used.      A viterbi 
algorithm is an appropriate one 
for 2DEC , however the depicted 
structure is not optimal, because 

1DEC  uses only a fraction of 
available redundant information, in 
order to improve the structure, a 
feedback loop is often used (dotted 
line on the figure). [7], [8] 
9.  Simulation Results 
The simulation of the turbo code 
encoder is composed of two identical 
RSC component encoders with 
parallel concatenated 1/2 rate RSC 
code. These two component 
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encoders are separated by random 
interleaver with frame size equal               
to the data. 
The simulation results for a turbo 
code are based on bit error rate BER 
performance over a range 
of ob NE / . 
This paper has seen examined:-                                                                       
1- The influence of different 
constraint length ( K =3, 4, 5, 6, and 
7) on the performance of rate 1/2 
RSC   codes          in soft and hard 
decision.                                          
2- The difference between hard and 
soft decision influences on the 
performance of rate 1/2 RSC code 
for fixed constraint length.                                                             
3- The influence of rates 1/2 and 1/3 
on the performance of RSC codes 
for constraint lengths ( K =7 and 9) 
in soft and hard decision.                                                    
4- The effect of interleaver on the 
performance of rate 1/2 RSC codes.        
Table (1) show the generators 
polynomial and the corresponding 
value freed  for several constraint 
lengths used                  to compute 
BER.     
Fig (7) and fig (8) show the 
simulated performance results for 
the rate 1/2 RSC code in soft and 
hard decision respectively, for case 
different constraint length. Fig (9) is 
shown the difference in the 
influence between the hard and the 
soft decision on the performance of               
rate 1/2 RSC code for                              
case fixed constraint length (7).                            
Fig (10) and fig (11) show the 
simulated performance results for 
the rates 1/2 and 1/3 RSC code in 
soft and hard decision respectively. 
The effect of interleaver on the 

performance of the turbo code, is 
shown in fig (12) and fig (13), with 
introducing 7 burst errors, these 
figures are shown the encoded 
random data with interleaver and 
without interleaver respectively. 
10.  Simulation Analysis  
 It can be notice from figures (7) and 
(8) that, the performance of turbo 
code increases (lower in BER) with 
the increasing of the constraint 
length.      From figure (9), it can be 
seen that the performance of turbo 
code in soft decision is better than in 
hard decision. 
For case of fixed constraint length 
( K =7) and ( K =9), fig. (10) and fig. 
(11) are shown that the performance 
of turbo code (in soft and hard 
decision) for rate 1/3 RSC code is 
better than the performance of turbo 
code for rate 1/2 RSC code. 
Fig (12) and (13) are shown the 
response of RSC code encoder with 
introducing 7 burst error in random 
data, from comparing between these 
two figures, it can be seen that the 
interleaver gets rid of these bursts 
and spreads the errors randomly 
through the code. 
11. Conclusion 
1. The investigated results for the       
influence of the constraint length on 
the performance of turbo code shown 
that BER decreasing with increasing 
the constraint length, therefore the 
performance of the turbo code 
increase. 
2. The investigated results in the 
difference between hard decision and 
soft decision for 7 constraint length 
have shown that the performance of 
turbo code in soft decision is better 
than in hard decision.  
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3. The investigated results for the       
influence of code rate in the 
performance of turbo code shown 
that BER for code rate 1/3 less than 
BER for code rate 1/2, therefore the 
performance of turbo code for rate 
1/3 is better than the performance 
for rate 1/2.  
Improving of the performance of 
turbo code causes increasing the 
complexity and the cost of the turbo 
code, therefore due to this 
complexity and costing of turbo 
code, the performance results are 
for small constraint length and high 
code rate      
4. The investigated results of the 
effect of random interleaver on the 
turbo code performance have shown 
that the interleaver improves the 
performance of the code by reorder 
the data bit and spreads the error 
through the code. 
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Table (1) rate 1/2 maximum free distance code 

 
 
 

 
Figure (1) :convolutional encoder 

PDF created with pdfFactory Pro trial version www.pdffactory.com

http://www.pdffactory.com
http://www.pdffactory.com


 Eng. & Tech. Journal ,Vol.28 No.4,2010        The Effect Of Constraint Length And Interleaver 
                                                                                                  On The Performance Of Turbo Code 

                                                                      
  

      751

 
                                   Figure (2) trellis for the convolutional encoder of figure 3 

           
                                  

 
                                         

 
Figure (3) constraint length-3, rate-1/2 convolutional encoder 
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                                       Figure (4)  block diagram of turbo code   
 
 
 
 

 
                     Figure (5) RSC codes encoder with Parallel concatenation 
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                      Figure (6)  RSC codes decoder with serial concatenation 

  Figure (7) simulated performance results for 1/2 rate RSC code in soft decision viterbi 
decoding for different constraint length 
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       Figure (8) simulated performance results for 1/2 rate RSC code in hard decision  
                          viterbi decoding for different constraint length                     
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Figure (9) simulated performance results for 1/2 rate, 7 constraint length RSC code 

in soft and hard decision viterbi decoding 
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Figure (10)  simulated performance results for 1/2 and 1/3 rates RSC code in soft 

decision viterbi decoding for constraint length (7, 9) 
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            Figure (11) simulated performance results for 1/2 and 1/3 rates RSC code in  
                             hard decision viterbi decoding for constraint length (7, 9) 
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Figure (13) encoded data with introducing 7 burst error from 1/2  

rate RSC encoder with interleaver 
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Figure (13) encoded data with introducing 7 burst error from ½ 

 rate RSC encoder without interleaver 
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