
 

52  
 

 

 
   

Electronic Health Data Records for Diabetes Patients Based on Deep 
Learning Models: A Review 

Dalal Nawfl Hamid1, * and Mohammed Chachan Younis2 

 
1,2College of Computer Sciences and Mathematics, Department of Computer Sciences, University of Mosul, Iraq 

Emails: dalal.cs398@student.uomosul.edu.iq, mohammed.c.y@uomosul.edu.iq  
 

  Article information  Abstract  
 
Article history: 
Received:16/4/2024 
Accepted:25/6/2024 
Available online:15/12/2024 

 
 

diabetes management has grown significantly. Researchers are leveraging deep learning 
technologies to enhance the diagnosis, treatment, and management of diabetes mellitus by 
extracting valuable insights from EHR data. Various deep learning models, including 
convolutional neural networks (CNNs) and recurrent neural networks (RNNs), have been 
evaluated for their effectiveness in handling EHR data and predicting clinical outcomes. 
CNNs excel at processing spatial data, while RNNs are adept at managing sequential data, 
although both have limitations. Advanced models like autoencoders (AEs) and deep belief 
networks (DBNs) offer improvements in feature extraction and predictive accuracy. 
Hybrid and ensemble techniques also show promise in enhancing performance. Despite 
these advancements, challenges such as data availability, model interpretability, and 
generalizability remain. Ongoing research is essential to address these issues and further 
improve diabetes management through EHR analysis. 

   

 
 

 

Correspondence: 
Author: Dalal Nawfl Hamid 
Email:dalal.cs398@student.uomosul.edu.iq 

 
 

 

1 Introduction 
Due to the world's population explosion, there is an 

urgent need to develop systems that support public health and 
address growing global problems. The efficiency with which 
these systems are developed is significantly increasing as 
scientific research advances. Healthcare infrastructures are 

efficiency in comparison to traditional 
approaches. Patients usually have a great deal of concern 
about the standard of the healthcare facilities and services that 
are offered. The advantages resulting from improvements in 
healthcare systems typically affect those who are coping with 
current illnesses, which includes a sizable segment of the 
population affected by common problems such as diabetes, 

blood sugar abnormalities, and hypertension [1] .   
According to the 2020 National Diabetes Statistics Report, one 
in ten Americans has diabetes, with the younger population 
experiencing notably higher rates of new cases. Since health 
and healthcare are essential components of society welfare, it 
is critical to create new ways that can be implemented in 
healthcare environments by utilizing the potential of 
computational techniques and artificial intelligence [2]. This 
project seeks to promote a healthier population, reduce the 
incidence of certain diseases in the coming generations, and 
improve life expectancy in general.  
One of the most common diseases in the world is diabetes 
mellitus (DM), which is defined as a malfunction in the body's 
capacity to use food as fuel. There are four main kinds of 
condition: type-1, type-2, gestational, and various variants. 
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Kinds 1 and 2 are the most common [3]. People with type-1 
diabetes usually become ill between the ages of thirty and 
forty, and they will always need to take insulin. 

. 
Both methods are "modular" in that they transfer the learned 
representation to the desired outcome using a supervised 
learning model (such as logistic regression, SVM, or random 
forests). However, temporal information in the EHR was not 
specifically taken into account by either SDA or eNRBM. By 
introducing Deepr (Deep Record), a CNN architecture that 
models a patient's journey as a series of medical codes, 
Nguyen et al. [10] addressed this limitation. Each code is 
embedded in a new space to facilitate algebraic and statistical 
operations, similar to word embedding in natural language 
processing. An "end-to-end" model called Deepr showed 
encouraging results in anticipating readmissions that weren't 
scheduled after release. 
In an additional "end-to-end" modeling project, Med2Vec 
[11] was presented by Choi et al. as an FFNN model for 
acquiring word embeddings similar to other methods while 
learning representations for medical visits and codes. By 
using an RNN architecture to identify important clinical 
factors and impactful previous visits while preserving clinical 
interpretability across several studies, Choi et al. expanded on 
their earlier research [12] and [13]. As an illustration, the 

Reverse Time Attention Network (RETAIN) model [12], a 
two-level neural attention model, and two RNNs were used to 
handle sequential data., obtaining great predicted accuracy in 
the diagnosis of heart failure while producing results that were 
understandable. The RETAIN model has been significantly 
enhanced since its beginning. Improvements in prediction 
accuracy and clinical interpretability have been achieved 
through the creation of interactive visual interfaces, attention-
based bidirectional RNNs, and graph-based attention models. 
 
2 Advanced Techniques in Diabetes Detection 

and Diagnosis. 
By using data-driven computational approaches, which 

teach computational systems from features in input data, 
diabetes diagnosis can be accomplished effectively. Numerous 
algorithms, including supervised, unsupervised, and 
reinforcement learning techniques, have been created. These 
methods have proven effective in diagnosing diabetes. These 
data-driven algorithms are especially useful since they are 
data-centric, which allows them to handle large datasets and 
drastically reduce the amount of work that needs to be done by 
humans. Models are trained using a variety of factors, which 
reflect the many symptoms of the disease and range from 
blood report data to facial traits. Scholars have conducted a 
thorough investigation of several algorithms and made 
multiple hyperparameter adjustments in order to optimize 
outcomes for practical use. 
Choudhury and Gupta [14] categorized people into high- and 
low-risk groups using a variety of algorithms. They used the 
LR binary classifier approach, DTs, RF, and NB classifiers, as 
well as KNN for clustering fresh data and SVM for 
categorization. According to the confusion 

was 
attained by the LR model trained on dominating features, with 
probabilities suggesting a diabetic state. 
 

 
Fig 1.  The SVM, KNN, NB, DTs, and LR classification 

results were summarized using TP, FP, TN, and FN 
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parameters, which form the confusion matrix [13] . 
 

 

k-
fold 

Support 
Vector 

Classifier 

DT RF LR Multi-layer 
Perceptron 

k = 
2 

77.6 69.0 69.9 77.8 77.5 

k = 
4 

77.6 69.9 70.0 77.6 78.7 

k = 
5 

77.5 71.5 72.9 77.6 78.2 

k = 
10 

77.5 69.5 70.0 77.6 77.6 

This line plot in figure 3 visualizes the accuracy of 
various classifiers at different k-fold values for cross-
validation. By comparing the accuracy values of each 
classifier, we can determine which classifier performs 
better at different k-fold values, helping in selecting the 
most effective model for diabetes management using 
deep learning techniques. The plot helps in 
understanding the stability and robustness of the 
classifiers' performance across different validation folds. 

 

3 Advancements In Deep Learning Models For 
Diabetes Management Through Her Analysis 

from the UCI machine learning 
repository, they trained a deep learning model using both five-
fold and ten-fold cross-validation. The results were promising, 
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Actual \ Predicted Absence Present Total 
Absence 494 (98.21%) 6 (2.26%) 500 
Present 9 (1.79%) 259 (97.74%) 268 
Total 503 265 768 

 

Table 3. Ten-Fold Cross-Validation Confusion Matrix. 
Actual \ Predicted Absence Present Total 
Absence 489 (97.99%) 11 (4.09%) 500 
Present 10 (2.01%) 258 (95.91%) 268 
Total 499 269 768 

 

Fig 4. Five-Fold Cross-Validation Confusion Matrix. 

 
 

Table 4. Evaluation Metrics. 
Metrics Five-Fold Ten-Fold 
Accuracy (%) 98.04 97.27 
Sensitivity (%) 98.80 97.80 
Specificity (%) 96.64 96.27 
F1 Score 0.99 0.98 
MCC 0.96 0.94 
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Deep transfer learning: a novel 
glucose prediction framework for 
new subjects with type 2 diabetes  
[26]   

Not specified Instance-based and network-based 
deep transfer learning 

increased the accuracy of glucose 
estimates for newly diagnosed type 2 
diabetic participants. 

Leveraging deep learning models for 
continuous glucose monitoring and 
prediction in diabetes management: 
towards enhanced blood sugar control 
[27] 

Not specified Deep learning methods for the 
analysis and forecasting of CGM data 

identified intricate trends and patterns 
in the variations in blood sugar. 

A Deep Learning Approach For 
Detecting Type 2 Diabetes Mellitus 
[28] 

Pima Indian Diabetes Database Deep Neural Network (DNN) Achieved an accuracy of 90.15% and 
provided early detection capabilities 

Diabetes detection using deep 
learning algorithms [29] 

Diabetes 130-US hospitals dataset CNN-LSTM Hybrid Model Improved accuracy to 95.7% by 
combining convolutional and 
recurrent neural networks 

Blended Ensemble Learning 
Prediction Model for Strengthening 
Diagnosis and Treatment of Chronic 
Diabetes Disease [30] 

Does not specify a unique dataset but 
indicates the use of clinical data 
relevant to diabetes mellitus 

 LR, DT, SVM, KNN, and RF Achieved an accuracy of 97.11%, 
outperforming individual models 
through ensemble learning techniques 

 

These studies in Table 5 demonstrate the advancements in 
deep learning models for diabetes management through EHRs 
analysis. They highlight the potential of deep learning in 
unlocking EHR data for diabetes care and management. 
However, challenges such as data availability, interpretability 
of DL models, and generalizability of findings remain areas of 
ongoing investigation and improvement. 
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precise predictions, they are frequently seen as 
"black-box" models that are opaque and difficult to 
understand.[67] Clinicians frequently reject machine 
recommendations without understanding the underlying logic, 
which makes this a serious issue. Some recent attempts have 
been made to provide an explanation for black-box deep 
models.[68] The reviewed publications' various methods for 
improving EHR modeling's interpretability and transparency 
are listed below. 
Attention mechanism: The original attention mechanism 
suggested in [69] focuses on improved knowledge of what 
portion of history 

[12], [70]. 
A current trend in determining which aspect of past 
information is more important in forecasting the onset of a 
disease or future occurrences is attention-mechanism-based 
learning [12], [70]. Enhancing neural machine translation 
performance is the goal of the original attention mechanism 
that was presented in [69]. Attention weights are a new 
concept in EHR modeling that show how well the model can 
anticipate future occurrences or illness onsets based on 
clinical events.[71] Another use of the attention process is the 
derivation of a 

infusion of knowledge through focus. In order to improve 
interpretability and model robustness, 
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Model Strengths Weaknesses 
Logistic 
Regression (LR) 

- High accuracy in 
diabetes prediction. 
Identifies crucial 
factors like BMI 
and glucose levels. 

- Poor handling of 
complex, non-linear 
relationships. 

Binary Logistic 
Regression 
Model (BLM) 

- High accuracies 
(80.47% and 
93.45%) on two 
datasets. 

-Performance 
variability across 
different datasets. 

Convolutional 
Neural 
Networks 
(CNNs) 

-Handles complex 
EHR data well. 
Improved accuracy 
with data 
augmentation. 

-Requires 
significant 
computational 
resources. 
Challenging 
interpretability. 

Recurrent 
Neural 
Networks 
(RNNs) 

-Good for 
modeling temporal 
dependencies in 
EHR data. 

-Issues with 
vanishing gradients 
over long 
sequences. 

Variational & 
Sparse 
Autoencoders 
(VAE & SAE) 

-Effective in 
feature 
augmentation and 
handling 
imbalanced 
datasets. 

-Higher 
implementation and 
tuning complexity. 

Ensemble 
Methods 

-Improved 
prediction accuracy 
and robustness. 

- Computationally 
expensive, potential 
overfitting. 

Attention 
Mechanisms & 
Knowledge 
Distillation 

-Enhances 
interpretability and 
integrates domain-
specific 
knowledge. 

- Increases model 
complexity, 
requiring 
sophisticated 
infrastructure. 

Nonnegative 
Restricted 
Boltzmann 
Machines 
(eNRBM) 

-Superior 
performance in 
specific tasks like 
suicide risk 
prediction. 

- May require task-
specific 
customization. 

 
6 Conclusions 

The use of deep learning models in the analysis of 
electronic health records (EHR) data for diabetes management 
has shown significant promise. These models, including 
CNNs and RNNs, have demonstrated their potential to handle 
the complexities of EHR data and predict clinical outcomes 
for patients with diabetes.  
Researchers have made considerable strides in enhancing the 
diagnosis, treatment, and management of diabetes mellitus by 
extracting valuable insights from EHR data. The research 
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evaluated thus far indicates that deep learning-based methods 
are effective in improving diabetes control through EHR data 
analysis.  
However, there are still challenges to be addressed, such as 
the availability of data, the interpretability of deep learning 
models, and the ability to generalize results. As such, ongoing 
research and development are necessary to further refine these 
models and improve their effectiveness. 
Moreover, the integration of data mining, machine learning, 
deep learning, and computer vision has significantly 
facilitated the exploration of novel approaches, leading to 
substantial improvements in current practices. The 
advancements in deep learning have led to the development of 
end-to-end models that show promising results in predicting 
clinical outcomes. 
In conclusion, the utilization of deep learning models in 
analyzing EHR data for diabetes management holds 
significant promise. However, there exist challenges that need 
to be addressed, such as data availability, interpretability of 
deep learning models, and the generalization of results. 
Additionally, the integration of various techniques, including 
data mining, machine learning, deep learning, and computer 
vision, has greatly facilitated the exploration of novel 
approaches and substantial improvements in current practices. 
Despite the enhanced accuracy of deep learning techniques in 
predicting clinical outcomes, continuous efforts are 
imperative to tackle existing challenges and further enhance 
the effectiveness of these models. 
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