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 Feature selection is one of the methods used to improve the performance of machine 

learning algorithms, especially when classifying the big data. Fined of new method was be 
more needed when dealing with the big data is imbalance. An imbalance in the data 
appears when there is a discrepancy in the sampling distribution between the two data 
classes in the training set. To solve the imbalance problem, there are several methods 
used, some of which depend on redistributing the data and others of which depend on 
improving the classification algorithm itself. The feature selection can also affect the 
improvement of imbalanced data classification results when the features are chosen 
carefully. Therefore, this research proposed a composite feature selection method using 
the filter feature selection technique and permutation-based important features with the 
ensemble learning method. Three classifiers were used with three performance metrics to 
show the effect of proposed feature selection method with imbalanced big data. The 
results of using proposed method led to improved classification on five standard 
imbalanced data sets. 
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I. Introduction  
Big data is complex data that requires a lot of 

computation and storage resources to process. Big data 
may be data with a large size of samples and a limited 
number of features or it may be data with a large number 
of features with a small number of samples, or the big data 
can be a very extensive with high dimensions and a very 
large sample size[1]. In recent years, large amounts of data 
have been collected in various fields such as public 
administration, marketing, health care, and research in the 
fields of chemistry, physics, and applications of social 
communication and intrusion detection [2]. This 
availability of big data in several fields has provided a new 
opportunity for researchers to work on extracting 

important information in different ways and innovative new 
ways and benefit from it in the best way. Big data includes 
the amount of data which has no importance when 
analyzing and processing for decision production. The main 
problem when processing big data lies in the good selection 
of features that have a high importance in describing that 
data. [2-3]  

If the data set that is collected has an uneven distribution 
of data in classes, then it suffers from the problem of data 
imbalance. The issue of data imbalance appears when there 
is a class that has a big number of samples compared to a 
much smaller number of samples in another class in the 
binary classification. The big class is the majority, while 
the small class is the minority [4]. Machine learning 
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algorithms constitute as one of the artificial intelligence 
branches and it depends on building computer systems that 
can be trained on available data or gain experience when 
working without having to be explicitly programmed to 
deal with new data. Machine learning algorithms can gain 
knowledge, adapt to variables, and improve performance 
when new data is present [5]. 

In the imbalanced data set, the machine learning 
training faces difficulty as the number of majority class 
samples is too large [6]. This makes machine learning tend 
to the majority class, which leads to less performance in 
classifying minority class, and this makes classification 
models form inappropriate decision boundaries and makes 
minority samples invisible [7]. To address this challenge, 
there are three levels of solutions, one is data level, the 
second is algorithm level. Resampling methods are the 
policies that are followed at data level solutions, which 
seek to reduce the degree of data imbalance that exists 
between the classes [8-9]. Selecting samples from the 
majority class to be deleted is one of the easiest forms used 
to solve the data imbalance. Also, producing a new data 
from the minority class is another form within the data 
level solutions. Algorithm-level methods are usually called 
internal approaches because this solution focuses on 
improving the capability of the existing classifier 
algorithms to learn from the minority classes. Creating an 
algorithmic solution needs the acquaintance of both the 
related classifier learning algorithm and the application 
domain. The third level is hybrid methods which are a mix 
of the data level and the algorithmic level methods. [10]. 
The success of machine learning performance depends on 
the nature of the data related to the training process; the 
dimension curse is one of the most important 
characteristics of the data set that hinders the training 
process [11]. Dimensional reduction was used as a pre-
processing step to solve imbalance problem when dealing 
with big data, in which features that do not affect the 
quality of machine learning are eliminated the appropriate 
number of features that must be kept are determined [12]. 

The current research proposed a composite feature 
selection method to improve the classification results of 
imbalanced data. The proposed method included a method 
that combines the results of filter methods for feature 
selection with permutation methods based on ensemble 
learning. The Decision Tree (DT), K-Nearest Neighbor 
(KNN) and Gaussian Naïve Bayes(GNB) classifiers were 
chosen to measure the improvement resulting after 
applying the proposed feature selection method using 
standard imbalanced datasets. The research paper is 
organized to show previous studies in Paragraph 2 and the 
classification of imbalanced data in Paragraph 3, while 
Paragraph 4 mentions feature selection methods, 
Paragraph 5 mentions ensemble learning methods, and 
Paragraph 6 mentions the proposed method and 
methodology, followed by Paragraph 7 to state the results 
and discussion.  

 

 
 

II. Related work  
Based on synthetic features, the experimental results 

demonstrated the effectiveness of the suggested strategy in 
handling a high-dimensional and imbalanced class data 
problem. Liu et al. presented a new embedded feature 
selection method Gini Index Feature Selection (GIFS) to deal 
with the high dimensional and imbalanced data using a 
weighted Gini index (WGI), where the attributes are weighted 
based on their approximated probability density values. This 
approach begins with assessing the contribution of each 
attribute, and the highest weighted attributes are selected. The 
experimental results proved that GIFS is an effective method 
to overcome feature selection and imbalanced data problems 
in comparison with Chi2, F-statistic and Gini index methods 
[13]. 

Thaher et al. introduced a new feature selection and 
skewed dataset using wrapper feature selection and Synthetic 
Minority Oversampling Technique (SMOTE). The Binary 
Queuing Search Algorithm (QSA) is used as a search strategy 
in a wrapper FS method. Binary QSA shows superior efficacy 
in feature selection compared to other algorithms, also the 
combination of QSA and SMOTTE achieves acceptable AUC 
results using 14 real datasets [14]. 

Pirgazi et al. proposed a hybrid technique based on the 
Incremental Wrapper-based feature Subset Selection (IWSSr) 
method and the Shuffled Frog Leaping Algorithm (SFLA) for 
gene selection in high-dimensional data sets. The method is 
implemented in two phases: filtering and wrapping. The filter 
phase used the Relief method for weighting. The wrapping 
phase used SFLA and IWSSr algorithms for search-effective 
features. The proposed method was evaluated using standard 
gene expression datasets and achieved a more compact set of 
features with high accuracy compared to similar methods [15].  
Abdulrauf et al. developed a hybrid filter–wrapper feature 
selection approach to overcome the high dimensional and 
imbalanced data sets by selecting optimal feature subsets 
representing both minority and majority classes. The proposed 
method is called Robust Correlation Based Redundancy and 
Binary Grasshopper Optimization Algorithm (rCBR -BGOA) 
by implementing an ensemble of multi-filters coupled with the 
correlation methods [16].  

Namous et al. proposed a swarm-based wrapper method 
for feature selection on highly skewed data sets. The g-mean 
fitness function is recommended for imbalanced datasets in the 
swarm method, where the accuracy fitness function should be 
avoided as it can mislead feature identification. The paper 
evaluates the implementation of the Evolutionary search 
Algorithm and Particle Swarm Optimization (EA-PSO) as 
feature selection techniques, while the number of selected 
features may slightly increase when using the g-mean fitness 
function [17]. 

Fu et al. introduced the Hellinger distance-based stable 
sparse feature selection(sssHD) algorithm in class imbalanced 
data. The proposed sssHD algorithm performs well and is 
competitive against existing selection methods and can be 
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easily extended with different rebalance sampling, sparse 
regularization structures and classifiers. The HD-based 
selection outperforms AUC-based and ROC-based selection 
in terms of FDR and shows limited variation with an 
increasing class-imbalance ratio. Hellinger distance can be 
used directly for feature selection without depending on any 
classifiers [18]. 

Ebiaredoh-Mienye et al. proposed combining 
information gain filter-based feature selection and cost-
sensitive AdaBoost for the CKD detection approach. The 
experimental results of the proposed approach show 
improved performance compared to other classifiers; this 
approach can potentially be applied for early detection of 
CKD through computer-aided diagnosis [19].   
FAHRUDY et al. suggest paper aims to reduce data 
complexity and irrelevant features. The study applies random 
oversampling and feature selections to overcome class-
imbalanced data. It developed classification models using 
experimental-based data mining [20]. 
 
III. Imbalanced Data Classification 

The negative impact of the imbalanced data set is very 
clear on ML classifiers. These classifiers are designed to 
learn from the available data when trained in large quantities 
and create virtual boundaries to distinguish between classes. 
The default boundaries were built by classifiers following 
different strategies based on the parameters for each 
classifier. The classification decision is often based on the 
boundary areas between classes in the data space. The 
classifier was tested by the test data, often these test data are 
new data for the classification. The classifier's ability to make 
the best decision depends on the success of the training 
process to separate the test data [4]. However, the training 
process is highly dependent on the size and nature of the data 
being generated. 

In the imbalanced data set, the ML classifier in the 
training phase faces difficulty as the number of majority class 
samples is too large. This makes the classifier tend to the 
majority class, which leads to less accuracy in classifying 
minority class samples. Data imbalance is present in most 
realistic data, and the greater the data imbalance rate, the 
more difficult the learning process from the data set. The 
imbalanced datasets are skewed and distributed among the 
data classes. The severity of the uneven distribution varies 
from a very small degree that does not affect the performance 
to a very large degree that hurts performance [6]. 
However, the traditional classification algorithms still have 
challenges of reducing the classification accuracy by 
imbalanced data problems, which leads to poor performance 
of the model in practical applications. It is a essential to 
rebalanced the data set to solve this problem by several ways 
such as: 
• Resampling techniques: This involves over-
sampling, synthetic sample generation, and under-sampling 
techniques, all those techniques used to improve the precision 
and resilience of classification algorithm.  
• Data collection and preprocessing: The distribution 

of samples should be taken into account, and efforts should be 
made to guarantee that the dataset is balanced throughout the 
data-gathering stage. To eliminate superfluous or unnecessary 
features and enhance model performance, apply techniques 
like feature extraction and feature selection [21]. 
 
IV. Feature selection 

The performance of ML classifier depends mainly on the 
volume and nature of the training data. The ML performance 
was increased when the dataset features are large, this is not 
absolutely, as it was often reached a certain limit after that it 
achieves a negative affect and will be a significant drop in 
performance. That is, reducing the dimensions leads to an 
improvement in machine learning performance, in addition to 
reducing the time complexity and storage problems, 
Algorithm1expleaned the process of feature selection. 
Reducing dimensions is one of the most important steps of 
pre-processing, in which features that do not affect the quality 
of machine learning are eliminated and the appropriate number 
of features that must be kept are determined, and thus we get 
rid of features that negatively affect the accuracy of 
performance [12] [22]. Feature selection was adapted to select 
features that guide more significant separability between 
classes [23]. The most reasonable features are chosen depends 
on their contribution to the increased performance of the 
model in the final results [12]. Feature selection techniques 
were aimed at selecting a subset of the original features that 
are more efficient to perform machine learning. The subset of 
features to be selected should be able to characterize all data 
elements and not lead to loss of information as in the full set 
or better. Methods for selecting features vary according to the 
nature of the data to be processed. Traditional methods for 
selecting features can be divided into three types, the first type 
includes filtering methods, which calculate the importance of 
each feature, the second type includes methods of wrapper 
approaches, and here a classifier is used to create the best set 
of features in an iterative procedure to reduce the number of 
original features, while the third type is embedded methods 
and it depends on selecting a specific classifier and making a 
selection of implicit features during its training process 
[5][10][11]. The combinations of those types in hybrid 
techniques are also available [24]. 
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The process of feature selection was explained as a kind of 
learning approach aiming to collect the features and find the 
appropriate parameters as shown in Fig.1. The FS subset can 
be generated by selecting strategies such as the random 
search strategy, the stepwise addition or deletion of features, 
and heuristic search methods. In the next step, after FS subset 
obtained, the performance of it must be calculated [25]. 
 

 
Fig. 1. Flowchart of feature selection [25] 

The filter approach chooses the highest-ranking features 
based on a statistical or information measure, such as 
information gain and gain ratio, and evaluates the 
significance of features by focusing primarily on the intrinsic 
properties of the data. Filter-based selection has two 
shortcomings: it disregards the connections between features, 
and it is independent of the classifier, which can result in 
worse classification accuracy with certain classifiers. and 
second, it disregards the features' interdependencies [18]. 
The information dependency should be examined in 

performing variable selection, often powerful related features 
are similar. When selecting features, the related features could 
be crucial, particularly in high-dimensional environments. A 
wrapper technique like a genetic algorithm searches the space 
of all feature subsets by encircling the classification model 
with a search method. The wrapping method does have one 
clear problem, though: as the number of features increases, so 
does the number of subsets from the feature space, making it 
computationally costly. The embedding method is searching 
for the best key features while classifier building. 

A. Information Gain (IG)  
To create a superior prediction model, less beneficial 

qualities could be eliminated through effective feature 
selection. Aside from that, features unrelated to the target 
variable must be eliminated because they may raise the 
computational cost and hinder the model's ability to function 
at its best. The information gain (IG) technique is used in this 
study to extract the best features. IG is a filter-based feature 
selection that calculates the predictor variable’s ability to 
classify the dependent variable. 
The IG technique, which determines the statistical dependence 
between two variables, has its origins in information theory. 
The IG between two variables, X and Y, can be expressed 
mathematically as in (1). 
𝐼𝐼𝐼𝐼(𝑋𝑋|𝑌𝑌) = 𝐻𝐻(𝑋𝑋) − 𝐻𝐻(𝑋𝑋|𝑌𝑌),     (1) 

where the conditional entropy for X given Y is represented by 
H(X│Y), and the entropy for variable X is denoted by H(X). 
The process of determining the IG value for an attribute is 
taking the target variable's entropy for the entire dataset and 
deducting the conditional entropies for each possible attribute 
value. Additionally, the conditional entropy H(X│Y) and 
entropy H(X) are calculated as in (2) and (3). 
𝐻𝐻(𝑋𝑋) = −∑ 𝑃𝑃(𝑥𝑥) log2(𝑥𝑥),𝑥𝑥∈𝑋𝑋                              (2) 

𝐻𝐻(𝑋𝑋|𝑌𝑌) = −∑ 𝑃𝑃(𝑥𝑥)∑ 𝑃𝑃(𝑥𝑥|𝑦𝑦)𝑦𝑦∈𝑌𝑌 log2�𝑃𝑃(𝑥𝑥|𝑦𝑦)�,𝑥𝑥∈𝑋𝑋      (3) 

Therefore, if IG(X│Y) > IG(Z│Y), then given two 
variables, X and Z, a given variable Y is said to have a higher 
substantial correlation to X than Z.  Moreover, IG evaluates 
each attribute separately, determines its gain information, and 
determines how relevant it is to the target variable [19]. An 
attribute selection method called information gain was used to 
rank each feature from highest to lowest value. Its value was 
determined by subtracting the entropy of each criterion from 
the overall entropy for all criteria on the feature. The better the 
diversity in the data, the greater the entropy value. The 
purpose of the value measurement was to determine whether 
or not to employ particular attributes. When assessing the 
individual features' gains to the goal variable, IG is a reliable 
algorithm. The classifiers are trained using the attributes 
whose IG values are above a specific threshold, and the 
attributes with the lowest IG values are eliminated [19]. 

B. 4.2 Permutation-Based Features Importance 

Algorithm 1 The process of feature selection 

Input : X ,the original dataset 

Output : FS  

Start  

While the Termination condition is not met do  

Generate FS the selected features subset from all  

features using selecting approaches 

Evaluate the FS subset using evaluation measures; 

End While 

End 
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(PBFI) 
The PBFI measures the importance of a feature based on 

permutation. The fundamental idea is to permute a particular 
feature from the prediction process at random, and then 
determine the degree to which this impacts the model's 
performance by computing the prediction error. A feature is 
significant if its exclusion causes the model's performance to 
suffer (an increase in model error). It should be highlighted 
that a feature's significance is not determined by depending 
just on it but rather by considering it in conjunction with the 
other elements. Breiman [26] proposed the PBFI 
measurement for random forests, and numerous researchers 
built on this concept to construct more sophisticated feature 
importance approaches in the years that followed [26-27]. 

One of the key issues of this method is that the error ratio 
which can be observed in algorithm 2 [28], is utilized to 
evaluate the significance of the feature rather than the error 
difference. Another crucial aspect of this strategy to keep in 
mind is that the existence of correlation features has a 
significant impact on it. Correlation or dependent features are 
equally important, and the performance of the model will be 
significantly impacted when one of these features is changed. 
Additionally, because the method depends on splitting the 
number of available samples into training data and validation 
data when determining the relevance of the features, PBFI 
produces unstable results when the amount of data is small 
[29]. To improve the findings' stability and lessen the random 
impacts of the permutation process, it is feasible to repeat the 
feature permutation process. However, this adds to the 
process' computational and temporal complexity [27]. 

 

 

 
V. Ensembel Learning 

Various techniques are used to design ensemble learning 
algorithms by thinking of a weak learning algorithm to create 
one stronger [30]. The essential concept of a learner in the 
ensemble classifier is to form multiple classifiers that deal 
with the original data and later collect the prediction results of 
those classifiers to classify unknown samples. An ensemble 
learning model considers several methods: Voting, Stacking, 
Boosting, and Bagging [31]. Voting is a straightforward 
process for classification or Averaging process for regression. 
A voting classifier is a method for predicting the final output 
class label based on the maximum vote majority [32-33]. 
Staking is an ensemble learning technique used to merge many 
models via a meta-model [34]. Staked generalization uses two 
different models: basic models at level 0 and meta-models at 
level 1. Meta models get learning from basic model outputs 
[35]. As a result, layered learning performs better in terms of 
prediction outcome accuracy than the best base model [36] 
Boosting and bagging methods decrease the variance and 
provide more stability when a model is designed. Boosting is 
an integrated learning method that concatenates different weak 
classifiers sequentially. Depending on the results predicted by 
the previous classifier, the training of the next classifier is 
done and gets the results. Boosting does not consider the 
structure of the particular weak classifier models themselves 
but rather manages the training data set and the association 
method to receive smaller errors. Common Boosting methods 
are Adaptive Boost (AdaB), Gradient Boosting Decision Tree 
(GBDT), and Histogram Gradient Boosting (HistGB). 
Boosting needs bootstrapping, which means that some 
samples will be run more frequently than others.  Bagging 
emanates from the words bootstrap aggregating and it was a 
technique that approach enables stabilizing classifiers by 
training a classifier on multiple bootstrap samples of the 
training data set. The multiple instances of the identical 
classifier only differ in their training sets. Depending on 
sampling with replacement operation, a bootstrap sample 
likely includes repeated samples, this improves the predictive 
power of the base learner involved with those samples. 
Bagging utilizes and integrates several learners using an 
averaging technique to reduce variation and bias and these 
approaches give fine work results. This may show that a low 
learner can transform into a powerful learner and also, this 
solution may be slightly better than guessing randomly 
[4][7][26]. Random forests (RF) and extra trees(ExtraC) are 
two examples of bagging ensembles [31].  
 
VI. Methodology and discussion 

This research paper applies a proposed composite feature 
selection approach to an imbalanced training dataset in a 
classification model. This feature selection approach is 
merging Flitter and Permutation based on Ensemble Learning 
feature selection methods. This approach selects the best 
features (to determine the importance of features) to improve 
the performance of machine learning classification.  
The general structure of this proposed model is shown in Fig. 

Algorithm 2 The PBFI algorithm 

Input : Training model  f, feature matrix  X,  target 
vector  Y,  error measure  E(y, f)  
Output : Return sorting FI 
Start : 
Estimate the original model error  Eoriginal =L (y, f) 

For each feature j in a dataset M features do 

Generate feature matrix Xprem by permuting feature j 

in the data X. …(this breaks the association between 

feature j and true outcome y) 

Estimate error Eprem = L(Y, f(Xprem)) …("Based on the 

predictions of the permuted data") 

Calculate permutation feature importance as quotient 

FIj = Eprem / Eoriginal   or difference FIj = Eprem - Eoriginal  
End For 

Sort features by descending FI 

END 
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2. 
The proposed composite feature selection method was 

merge filter and PBFI methods. These feature selection 
methods were chosen after implementing several studies on 
filter methods and applying multiple bagging and boosting 
ensemble classifiers with PBFI to choose the best methods 
which achieve high performance.     

 
Fig. 2. Proposed Feature selection. 

 
A. Dataset  
This research applies a proposed feature selection 

approach to the imbalanced training dataset before 
classification. The best features were selected to improve the 
performance of machine learning classification. Five datasets 
are used from the dataset Kaggle repository, Table 1 explains 
the number of attributes, the size, and the imbalanced ratio 
(Ir) of each one of them.    

 
Table 1. Datasets used. 

Dataset No. Attributes No. samples IR 

Madelon[37] 500 1729 2.83 

Covtype[38]  54 581012 32.5 

Colon cancer[39] 2000 62 1.87 

Creditcard[40] 30 284807 592.35 

Higgs8[41] 28 6629122 7.29 

 
B. Initialization steps 
The first process in the initialization step is calculate the 

size of the dataset, and then calculate the imbalanced ratio Ir 
in the dataset as in (4). 

𝐼𝐼𝐼𝐼 = 𝐴𝐴𝐴𝐴𝐴𝐴_𝑀𝑀𝑀𝑀𝑀𝑀𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝐴𝐴𝐴𝐴𝐴𝐴_𝑀𝑀𝑀𝑀𝑛𝑛𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠⁄    (4) 
Where: 

All_Majsize = number of majority class samples, 
All_Minsize= number of minority class samples. 

Which are calculated from the label present with dataset. 
Then the dataset was split into two groups, 70% was used for 
train data (TrainSet) and 30% was adopted for test data 

(TestSet). The correlation coefficient is about 0.9. was used to 
identify the correlation features in the TrainSet.  The final 
process in this step is to separate the TrainSet according to the 
actual output value (Target) into two groups: the first is the 
majority data set (MajSet), which is the class that includes the 
largest number of data instances, and the minority class set 
(MinSet), which is the group that includes the minor number 
of data instances, as shown in (5) and (6). 
MajSet = { instance ∊ TrainSet, if instance [Target] = 0}   (5) 
MinSet = { instance ∊ TrainSet, if instance [Target] = 1}   (6) 
 

C. Proposed Feature Selection 
This stage consists of merging two types of feature 

selection techniques: filter feature selection and permutation-
based feature importance (PBFI). The model as shown in Fig. 
3. produces three vectors (V1, V2, and V3) representing the 
importance of the features in the dataset and computes the 
final result (final_v) by combining the results of the previous 
three vectors. The V1 vector is constructed by using a 
statistical method called information gain (IG) feature 
selection. The features are arranged in descending order 
relative to the rank value from highest to least important. 
 

 
Fig. 3. The Composite Feature Selection steps. 

The V2 and V3 vectors are constructed by using the PBFI 
feature selection method depending on two subsets of training 
data and two learners. The first learner is used to determine the 
importance of the features on the first subset and produce 
vector V2. The second learner is used to determine the 
importance of the features on the second subset and produce 
vector V3. In other words, the second and third vector 
production methods share a sequence of sub-processes and 
differ in the machine learning method used to estimate the 
importance of features and the subset used in each iteration. 
The F-score and AUC measurements were chosen to 
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determine the importance of features in the PBFI method. 
The size of important features in V1, V2, and V3 depends on 
the user specifies with the feature ratio variable fr (the set of 
features with the highest importance will be chosen to 
represent each vector). The value of fr is depending on the 
dataset size and the imbalanced ratio of it. The final vector 
final_v collected from the results of the three vectors (V1, 
V2, and V3) in addition to the fr% value of the actual number 
of total features as shown in (7).  
𝑓𝑓𝑀𝑀𝑛𝑛𝑀𝑀𝐴𝐴𝑣𝑣 = ( 𝑉𝑉1[𝑏𝑏𝑓𝑓𝐼𝐼] ∩ 𝑉𝑉2[𝑏𝑏𝑓𝑓𝐼𝐼] ∩ 𝑉𝑉3[𝑏𝑏𝑓𝑓𝐼𝐼] )   (7) 

Where: 
𝑏𝑏𝑓𝑓𝐼𝐼 =  𝑛𝑛𝑛𝑛𝑛𝑛𝑏𝑏𝑛𝑛𝐼𝐼 𝑜𝑜𝑓𝑓 𝑓𝑓𝑛𝑛𝑀𝑀𝑓𝑓𝑛𝑛𝐼𝐼𝑛𝑛𝑓𝑓 𝑀𝑀𝑛𝑛 𝑇𝑇𝐼𝐼𝑀𝑀𝑀𝑀𝑛𝑛𝑇𝑇𝑛𝑛𝑓𝑓 × 𝑓𝑓𝐼𝐼% 

Two different methods of composed feature selection were 
suggested to determine the importance of features in this 
research using the information gain filter method to select 
features to produce the first vector V1. The two suggested 
feature selection methods are different in producing V2 and 
V3: the first is called the bag2g method based on bagging 
learning (RF is used as the first learner, and ExtraC is used as 
the second learner). The second suggested method is called 
the boost2g method based on boosting learning (AdaB as a 
first learner, and HistGB as a second learner). 
 
VII. Results and Discussion 

After determining the final feature vector, feature selection 
is applied to the complete training data set to obtain only the 
data with important features. To compare the two methods 
(bag2g and boos2g) in classification of imbalanced big 
dataset, the classifier is trained using the original training data 
and tested using the original test data at first. Then, the same 
classifier is trained using the newTrainSet resulting from the 
two proposed methods and tested using the original test data. 
The classifier performance is calculated using AUC, F-score 
and g-mean metrics in all situations.  

Three classifiers - Decision Tree (DT), K-nearest 
neighbors (KNN), and Gaussian Naïve-Bayes (GNB)- were 
selected in this research and collected results at each of the 
benchmark datasets. To obtain greater accuracy in the results 
for each experiment carried out on one of the classifiers, the 
classification experiments were re-applied five times using 
different random-state values in a dataset splitting and the 
average of the results that were implemented for each dataset 
was taken. The average results collected from the 
experiments when applying all classifiers are shown in the 
following figures. 

Fig.4 to Fig. 8 show the performance results of applying 
the two proposed methods bag2g and boost2g on Madelon, 
covtype6, colon-cancer, creditcard, higgs8 datasets 
respectively. The classification results were compared to the 
original data (Base.data) when using DT classifier. Each 
figure represents DT classification performance using three 
performance metrics (ROC-AUC, F-scoe, and g-mean) with 
feature rates fr in [30%, 40%, 50%, 60%, or 70%].   

 
Fig 4. DT classification results on Madelon dataset. 

 
Fig 5. DT classification results on covtype6 dataset. 

 
Fig 6. DT classification results on colon-cancer dataset. 
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Fig 7. DT classification results on creditcard dataset. 

 

 
Fig 8. DT classification results on higgs8 dataset. 

The DT results show that the performance was increased in 
the three metrics when using bag2g and boost2g methods 
over base data in four out of five datasets, the three metrics 
were increased in the same level except in covtype6 dataset 
where there is decreased. The two feature selection methods 
have the same effects in colon cancer, covtype6, creditcard, 
and higgs8 datasets. While they have different effects in 
Madelon dataset, that was shown when using bag2g has more 
positive effect in the three metrics. 

In GNB classifier, Fig. 9 to Fig. 13, the results were 
affected in small amounts when using bag2g and boost2g 
feature selection methods before classification process in all 
datasets with the three metrics.          

 
Fig 9. GNB classification results on Madelon dataset. 

  
Fig 10. GNB classification results on covtype6 dataset. 

  
Fig 11. GNB classification results on colon-cancer dataset. 
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Fig 12. GNB classification results on creditcard dataset. 

  
Fig 13. GNB classification results on higgs8 dataset. 

Madelon, covtype6, and creditcard have the same 
increased amount level in the three metrics. In higgs8 dataset, 
the results show that was a high increased in AUC and g-
mean, and small increased in F-score. The increased in AUC 
and g-mean is very small in colon-cancer, and it has a 
negative effect in F-score.  

The Fig. 14 to Fig. 18 show KNN results when 
classifying Base data and the data after feature selection 
process for Madelon, covtype6, colon-cancer, creditcard, 
higgs8 datasets respectively. It was clear that the two 
proposed methods made a dataset more perfect in 
classification process. They increased the performance to a 
high level in Madelon, colon-cancer, creditcard, higgs8 
datasets, only the covtype6 dataset has a negative effect when 
using feature selecting before classification by KNN.   

 
Fig 14. KNN classification results on Madelon dataset. 

 
Fig 15. KNN classification results on covtype6 dataset. 

 
Fig 16.  KNN classification results on colon-cancer dataset. 
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Fig 17. KNN classification results on creditcard dataset. 

 
Fig 18. KNN classification results on higgs8 dataset 

The three metrics were affected by the same level in all 
datasets, this mean that the feature selection process have 
stability effect in data while making data in small size by 
eliminate features which have minimum scores. 
From other side, calculating the average improvements for 
all fr% values in the two proposed feature selection methods 
and compared them in each metrics to explain the effect of 
them in each classifier are shown in the Tables 2 to 4.  
From Table 2, it appears that the improvement average of 
AUC obtained using bag2g is greater than using the boost2g 
method, and this appears clearly when using the three 
classification algorithms reaches (0.125, 0.105, 0.185). But in 
the same time, this greatest in very small in all datasets.   
On Table 3, which gives the average of improvement in F-
score that was obtained by the three classifiers for all  
 datasets. The difference between using the two-feature 
selection method before classification is very small also. 
The average of all datasets F-score shows that DT and KNN 
classifiers have greater improvement when using bag2g, 
while GNB classifier has greater improvement when using 
boost2g method. 

Table 2. Classification improvement in auc results. 

Dataset 
FS + DT FS + GNB FS + KNN 

bag2g boost2g bag2g boost2g bag2g boost2g 

Madelon 0.0152 0.0085 0.1229 0.1234 0.1397 0.1356 

Covtype6 -0.0054 -0.0077 -0.0045 -0.0124 -0.0033 -0.0033 
Colon 
cancer 0.2687 0.2662 0.0748 0.0669 0.2958 0.2958 

Creditcard 0.0282 0.0259 -0.0102 -0.0181 0.0762 0.0762 

Higgs8 0.3225 0.3201 0.3436 0.3357 0.4177 0.4177 
The 

average 
rate  

0.1258 0.1226 0.1053 0.0991 0.1852 0.1844 

 

Table 3. Classification improvement in f-score results. 

Dataset 
FS + DT FS + GNB FS + KNN 

bag2g boost2g bag2g boost2g bag2g boost2g 

Madelon 0.0184 0.0121 0.1284 0.1299 0.1496 0.1449 

Covtype6 -0.0055 -
0.0082 0.0602 0.0665 -0.0024 -0.0024 

Colon 
cancer 0.2756 0.2728 -0.1544 -0.1481 0.3162 0.3162 

Creditcard 0.0374 0.0346 0.0894 0.0958 0.0437 0.0437 

Higgs8 0.3284 0.3256 0.0790 0.0854 0.4143 0.4143 
The 

average 
rate  

0.1309 0.1274 0.0405 0.0459 0.1843 0.1833 

Table 4 shows the average classification results in g-mean 
metrics, and it clearly shows the superiority of the bag2g 
method, as it gave a greater improvement when using the three 
classifiers. Furthermore, the different in improvement was 
small in all datasets when using the GNB classifier. 

Table 4. Classification improvement in g-mean results. 

Dataset 
FS + DT FS + GNB FS + KNN 

bag2g boost2g bag2g boost2g bag2g boost2g 

Madelon 0.0112 0.0042 0.1305 0.1286 0.1963 0.1918 

Covtype6 -0.0059 -0.0084 -0.0023 -0.0101 -0.0035 -0.0035 
Colon 
cancer 0.2560 0.2537 0.0760 0.0682 0.3591 0.3591 

Creditcard 0.0318 0.0293 -0.0080 -0.0158 0.0834 0.0834 

Higgs8 0.3964 0.3939 0.5172 0.5094 0.6475 0.6475 
The 

average 
rate  

0.1379 0.1345 0.1427 0.1360 0.2566 0.2557 

 
A negative value appeared in Tables 2-4 indicates that 

there was inverse effect on the classification performance 
when using the proposed feature selection methods before 
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classification process, and also those value is very little in 
respect to the decreased in data size when eliminate 
unimportant features. This most reduce the computation cost 
in training process when using DT and GNB, and testing 
process when using KNN.  

To assert the results obtained previously, the 
performance of the proposed method was compared with the 
methods mentioned in [15] and [16] using the same metrics, 
when classifying the Colon-cancer dataset by KNN, as shown 
in Table 5. The comparison shows that the proposed model 
(using composite feature selection) achieves high 
performance in G-mean, Accuracy, and AUC over the two 
previous studies, and it has small decreased in sensitivity 
against the two studies by 0.05% and 1.28%.      
 

Table 5. Comparison with previous studies. 
Model G-mean Sensitivity Accuracy AUC 

[15] IWSSr-
SFLA - 95.87% 94.50% - 

[16] rCBR 83.9% 97.1% - 84.9 

Proposed 
models 95.76% 95.82% 99.65% 95.84 

 
VIII. Conclusion 

Using feature selection methods improves the 
performance of machine learning classifiers at different 
feature selection ratios when classifying imbalanced data. 
The reduction in data size as a result of feature selection can 
be considered as an improvement even if there is no change 
in the performance metrics values. 

In the research, a composite feature selection method 
was proposed that combining filtering methods and PBFI 
methods to produce a combined method to improve the 
performance of classification process on imbalanced data. 
The proposed idea adopted the use of two learning methods 
when selecting features using PBFI method, first method is 
bag2g which adopted the bagging machine learning methods, 
and second method used boosting machine learning methods. 
Applying the proposed feature selection methods before 
classification process show that, the results were still in 
stability level when eliminate features with minimum score. 
Furthermore, it is noted that the two methods bag2g and 
boost2g have the same effect with very little variance at 
different feature selection ratios and on different datasets with 
different specifications in terms of degree of imbalance, size 
and number of features, at different standards for measuring 
performance. For the most datasets used in this research, the 
bag2g feature selection method was gave more improvement 
amount in classification results over boost2g method. To 
make further improvements to the proposed algorithm in the 
future, other bagging and boosting learners can be proposed 

in PBFI and the difference with the current method can be 
studied. Filter methods can also be used to select new features 
instead of information gain. 
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