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Abstract

The aim of this work is to optimize gray scale image clustering using two
traditional methods, these are thresholding technique and genetic dgorithm (GA).
The clustering optimization is achieved by applying three features (gray value,
distance, gray connection) based thresholding technique and genetic algorithm. In
this work clustering optimization includes segmenting the image to find regions
that represent objects or meaningful parts of objects depending on the above
mentioned three features which base on gray value of image and two standard
mathematical theories these are chessboard distance and breshenham'’s algorithm.
There are many recent researches in this subject some of them depending on gray
value feature to clustering images, but in this research depended on three features
which is making the clustering operation more accuracy.
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Notations
P(9) Histogram Probability
GA Genetic Algorithm
Dchess Chessboard Distance
Max Maximum Vaue
D Threshold Distance
Hig Hight of Object
Wg Width of Objec
Pix(i,j) Pixel Coordinate
a(i.j) Gray Vdue
ME Misclassifi cation Error
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1. Introduction

Images because the gray scde
image can be represented by one
function (one dimension). Image
segmentation is one of the most
important  precursors for image
processing-based applications and
has a decisive impact on the overal
performance of the deveoped
system [1]. Robust image
segmentation has been the subject
for research for many years but the
published research indicated that
most of the developed image
segmentation agorithms have been
designed in  conjunction  with
particular applications [5]. The
segmentation process consists  of
separating a digital image into
several  digoint regions, whose
characteristics such as intensity,
color, and texture are similar [6].
Typicdly, the goa of segmentation
is to locate certain objects of interest
in an image [1]. One important area
of research is to perform image
segmentation that evauates the
similarity of image regions that is
defined in terms of color and texture
and this information is used to
automatically segment images into
semantically meaningful  partd2].
Image segmentation technigues can
be divided into three categories. 1)
region-based method, 2) clustering
methods and 3) boundary detection
[10]. Clustering techniques are
image segmentation methods by
which individual elements are placed
into groups; these groups are based
on some measure of similarity within
the group [15]. The major difference
between these techniques and the
other techniques is that the domains
other than the rc-based image space
(the gpatidd domain) may be

considered as the primary domain for

clustering. Some of these other

domains include color spaces,
histogram spaces, or complex feature

spaces [14].

2. The modified System

To segment the image by partition it

into objects and background, will

proposed using two standard
strategies with three features (gray
value, distance, gray connection).

These dtrategies are:

- Clugtering based Thresholding
with previous three features.

- Clustering based Genetic
algorithm with previous three
features.

2.1Clustering based Thresholding

with three features

The easiest method of grouping

pixels into classes is simply to

threshold their gray values so that all

pixels whose gray vaues are in a

given range fdl into the same class

[8]. Most often, this method is used

to segment an image so that the

image object is separated from its
background. While this approach is

quite effective in many cases, a

number of problems may arise. The

most problem is of course that the
choice of the threshold is difficult,

and may lead to strange results [4].

A great help in choosing an

appropriate threshold is the image

hisogram [13]. The histogram
records the relative frequencies of
each gray value. Image thresholding
iS a necessary step in image anaysis

and application [12].

In an ided case, for images having

two classes, the histogram

distribution has a deep and sharp
valey between two peaks
representing objects and background,
respectively.  Therefore ,  the
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threshold can be chosen as the
bottom of thisvalley [7].
In its simplest form, thresholding
means to classify the pixes of a
given image into two groups(e.g.
objects and background), one
containing pixels with gray values
above a certain threshold, and the
other including those with gray
values equal to and less than the
threshold. This is caled bi-level
thresholding. In multilevel
thresholding, one can select more
than one threshold and use them to
divide the whole range of gray
values into several sub ranges. Most
of the thresholding techniques utilize
shape information of the histogram
of the given image to determine
appropriate threshold.
2.1.1Specification histogramé&
determine peaks & valley

In this principle, the shape of the
histogram digtribution of the original
image is considered to determine the
optimal threshold, histogram having
two modes (two peaks and one
valley) correspond to two classes in
the given image. In this principle is
proposed clugtering technique to
detect peaks and valleys
corresponding to different modes of
the histogram
2.1.2Detect
Background
By the following features, image can
be classified into objects and
background.
First: By using gray value feature
In this feature, used the optimal
valey (minimum value in histogram
that represent the threshold)that used
to segment the image into objects
and background, such that:

o 1 gli.jlz thr
pixti.j) = gli,j) < thr
This feature is considered as the

Objects and

default where the resent features
(distance, gray connection features)
are depend on the resulting of it.
Second: By using distance feature
This is the second feature is used to
enhance the result of the first
feature, where through this feature
can be detecting the bounders of an
object and eliminate all redundant
gray values that are out of an object
and the same gray value of object. In
image processing have different
types of distance measurements.

The two popular types areEuclidian
distance, Chesshoard distance.
Being the most popular type which
makes the integer value decrease the
time of computations [3], the
chessboard distance has been chosen
in the proposed system. Chesshoard
distance can be computed as the
following equation:

Dekes; = mﬂx']Xz _X1|J|YE - lJil ) (1)

Third: By using gray connection

feature

This feature is used to enhance the
results of previous features where is
used to eliminate a redundant the
gray values that inside the object and
different in gray vaue After
determined the bounders of an
object, can be found the center of
object. The gray connection feature,
occurs when the line passes from the
pixel that represent the center of
object to the pixd in the bounders of
object if all pixels between them
have the same gray, this means that
they are connected, if there are
different gray between them can be
changed to the same gray of object.
Can be passing on al points of line
using Breshenham's Algorithm for

line. Breshenham’s Algorithm is the
basic ”line drawing’ algorithm used
in computer graphics. This algorithm
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was developed to draw lines on
digital plotters, but has found wide-
spread usage in computer graphics.
The agorithm is fast — it can be
implemented with integer
caculations only and very it is
simpl e to describe.
2.2 Clustering based genetic
algorithm with three features
The genetic algorithm is a method,
which is suitable for solving an
extremely wide range of problems.
Recently, GA has been widely and
successfully applied to optimization
problems specifically in
unsupervised classification of digita
data sets [6]. In genetic algorithm
(GA) applications, the unknown
parameters are encoded in the form
of strings, 0 caled
i ndividual s(chromosomes), a
chromosome is encoded with binary,
integer or real numbers. Gray scde
image data are usualy represented
by positive integers (0-255) [7]. In
GA, a population is the set of
individuals. The size of the
population, n, will refer to the
number of individuds in the
population; each individua
(one dimensional array of gray
value) involves the necessary
information required for image
clustering, where each individua
should represent a complete solution
to the problem. For any GA, a
chromosome  representation is
needed to describe each individuas
in the population. The representation
scheme determines how the problem
is structured in the GA and aso
determines the genetic operators that
are used [6].
221 Individual representation
and Initial Population
In this step, individual definition can
be a structure of:

chrom(i)=(gs, 92 ---,0L)

for i=1, 2,.., n.

chrom(i) is an array with fixed

length(L) equal (5) that represent one

background and four objects, (Q)

represent the gene on chromosome

that contain the gray vaues (0-255)

that represent the centers of clusters.

In each generation the gray values of

each chromosome are changed

through computes the average of
each cluster. Fig(1l)depicts an
individual representation. In the
figure, 0 = &; < 255 | and
1=17{=5 At the beginning of the

GA cycle, the population of size nis

randomly created.

2.2.20bjective Function

The evaluation function is the link

between the GA and the task to be

solved. An evauation function takes

a chromosome as input and returns a

value or a list of vaues tha

represents a performance measure
related to the task to be solved.

In this research, fitness
function of individua can be
evaluated according to the following
measurement:

- The convergence ratio between
gray vaues in chromosome and
gray values in originad image is
high, where the number of gray
values in the chromosome is
convergence to the number of gray
values in original image.

- The difference ratio in the
chromosome itself, where the
chromosome that contain more
different gray values have high
difference ratio.

- The features that proposed (the
distance, and the gray connection)
can applying when the number of
gray vaues in chromosome be
close to 90% from gray values in
origina image.
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while the gray value feature applied
in the beginning, in the distance
feature should determined the
number of gray values that be within
the distance that represent radius

Of object. In the gray connection
feature must determine the number
of gray values which connected with
object by gray value inside object.
2.2.3 Selection

In this reaserch tournament selection
with size two, a pair of chromosomes
is competed. The individua with
highest objective function is copied
into the mating pool. Repeating this
process until the mating pool is filled
with probably better chromosomes
of n parents to be perturbed by the
crossover operator to form new
offspring.

2.2.4 Crossover operator

The uniform crossover was adopted
in this research, where each bit in the
first offspring is selected from
parentl with probability P and from
parent2 with probability (1-P), the
second offspring receives the bit not
selected for the first offspring.
2.2.5Mutation Operator

During mutation, al the
chromosomes in the population are
checked gene by gene and according
to a predefined probability al values
of a specific gene may be randomly
changed. And in this step, can
enhance  solution to  decrease
misclassification of the selected
chromosome which is selected from
the first step by changing some
chromosome value(gray value) that
maximize fitness function. This
depends on the value of the random
number. Then compute fitness
function for al chromosomes after
mutation.

2.2.6 Stopping Criteria

The GA dgorithm will be repeated
until the values which represents the

center of clusters are fixed ( do not
change) and the number of
generation isfinish.

3. Implementation & Results

This section experimentally tests the
effectiveness of two dstrategies
(clustering based thresholding
technique and clustering based
genetic  agorithm)  with  three
features (gray value, distance, and
gray connection) for detect objects
and background. A series of
experiments and comparisons have
been conducted to show the
applicability of the proposed genetic
algorithm and thresholding technique
with previous three features for
image clustering. Comparisons are
made among two main algorithms:
genetic algorithm and thresholding
technique with previous three
features.

This section is also concerned with
parameters used in quaifying and
quantifying the effectiveness of each
of the implemented algorithms for
strategies. In this research, genetic
algorithm is heurigtics and thus it
does not ensure an optimal solution.
In agorithms of modified system
that depended on the gray value as
default and used the histogram to
execute the thresholding operation
for clustering image into two
clusters, one for objects and the other
for background, where through the
histogram can be found the peak
values and from the peak value can
be found two vaues of valey. The
image set tested consists of three
different images, as the following
figures for two strategies. To
illustrate accuracy in executing the
algorithms of two strategies, will be
take different image. They differ in
the shape and the number of objects.
For example the image in fig(2)-(a
1) includes three separated objects.
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While in the image of fig(3)-(a-1)
there are two separated uniform
objects.

The image in fig(4)-(a1) the object

is non uniform and there are more

details.

Through comparison between two

strategies, can be noted that there are

some errors, these errors are caled

misclassification errors which can be

computed by the following equation:
[BonBrl+IFynFyl

ME=1 15,1+ 1F,| e (2)
Where Bo and Fo denote the
background and foreground of the
original image and Br and Fr denote
the background and foreground of
the test image. Misclassfication
errors are computed for each image
and for two strategies. The two
strategies, the thresholding and GA
with their algorithms are used in the
experiments.

In this research, several conclusions

can be found. They will be grouped

under amajor theme.

- From system results, will be
found that the agorithms used
are good in the discernment of
objects and background in an
image that includes the object in
spite of being the colors near to
object's color and which are
outside this object by using
abundant features which are
distance and gray connection.
Through the results, the modified
system proves that the GA is the
best because employment it in
clustering image can be good if
used suitable
operators(sel ection,crossover,
mutation) when comparison it
with the threshol ding technique.
In gray scale image, the GA is
simple and fast when comparison
with color

Using the proposed features
(gray value, distance, gray
connection) with GA adding to it
robust in objects isolation from
background in image.

From the results, in some images

one feature is enough for good

classification (as image 1) while in
other images are needed two or three
features to obtain good classification

(as image2) depending on the shape

of the object, number of objects in

the image.

The comparison between two

strategies was aso depending on the

time of processing.

Color images can be modeled as
three-band monochrome image
data, where each band of data
corresponds to different color.
Typical color images are
represented as red, green, and
blue or RGB images. In the
origina research are treated with
gray scae images, which are
referred to as monochrome, or
one color images. Therefore
when we are treatment with
color images, should been take
each band aone.

References

[1]Colman and Andrews, May
1979,"Image  Segmentation by
Clustering”, proceeding of the
|EEE Vol.67No.5.

[2]Dana Elena llea, Paul F. Whelan,
Ovidiu Ghita, 2005, "Performance
Characterizetion of  Clustering
Algorithms for Colour Image
Segmentation”,Vision Systems
Group, School of Electronic
Engineering Dublin City
University, Dublin 9, Ireland.

[3]Etienne  Folio,2008, "Distance
Transform", Laboratoire de
Recherche et

PDF created with pdfFactory Pro trial version www.pdffactory.com



http://www.pdffactory.com
http://www.pdffactory.com

Eng. & Tech. Journal, Vol.28, No.13, 201(

Using Genetic Algorithm in Image
Clustering

[4]Gabriele Lohmann, 1998,
"VOlumetric Image Andysis',
Max-Planck institute of cognitive
neuroscience Leipzig, Germany.

[5]Hyeun-gu. Choi, 1998, "Image
Segmentation", Report  course
SIMG-503 Senior Research,
Center for Imaging Science at the
Rochester Ingtitute of Technology.

[6] Jane. J. Stephan, 1999, "A
Genetic Algorithm Approach for
Image Segmentation”, Ph.D.thesis,
AL-Technology University,
Department of computer science
and Information System.

[7lKanungo P., Nanda PK,,
2006,"Pardlel Genetic Algorithm
Based Thresholding for Image
Segmentation”, NIT,
Rourkela,IPCV Lab., Department
of Electrical Engineering.

[8] Kittler J., Illingwaoth, J.,
"Minimum error
thresholding",Pattern  Recognition
19(1):41-47,1986.

[9] Kwon S. H., "Threshold selection
based on cluster analysis' ,Pattern
Recognition Letters,25:1045-
1050,2004.

[10] Lionel Carminati, 2003, "Image
Segmentation Overview", LaBRI,
CNRS UMR 5800, Talence
(France),
http://mi casoft.free.fr/Rapports/Co
urs.

[11] Otsu, N., "A threshold selection
method from gray-level
histograms', |IEEE Trans. Syst.,
Man, Cybern. SMC- 9(1):62-
66,1979.

[12] Qiao Y., Q. Hu, G. Qian, S.
Luo, W. L. Nowinski,
"Thresholding based on variance

and intensity contrag", Peattern
Recognition,40:596-608,2007.
[13] Sezgin M., Sankur B., "Survey

over image thresholding
techniques and quantitative
performance evaluation”,

Développement de I'Epita 14-16,
rue Voltare - F-94276 Le
Kremlin-Bicétre cedex — France.
www. Irde.epita.fr/
Journal  of  Electronic
13(1):146-165 2004.
[24]Scott E Umbaugh, Ph.D., (1998),
"Computer Vision and Image
processing”, by Prentic Hall PTR.
[15]Horvath  J, 2002, "Image
Segmentation Using Clustering”,
Technical University of Kagice,
Department of Cybernetics and
Artificial Intelligence,
http://neuron-
ai.take.sk/horvath/sources
Email:Jurgj.Horvath@tuke.
[16]Adrian E. Drake and Robert E.
Marks, 1996, "Genetic Algorithms
in Economics and Finance:
Forcasting stock Market Prices and
Foreign Exchange- A Review".
[17]Anirban Mukhopadhyay,
Sanghamitra Bandyopadhyay and
Ujjwa Maulik, 2003, " Clustering
using Multi-objective  Genetic
Algorithm and its Application to
Image Segmentation" , article.

Imaging

[18]Adam.M, 2004, "Genetic
Algorithms and  Evolutionary
Computation",

http://www.ta korigins.org/fags/ge
nalg.

PDF created with pdfFactory Pro trial version www.pdffactory.com



http://micasoft.free.fr/Rapports/Co
http://www.talkorigins.org/faqs/ge
http://www.pdffactory.com
http://www.pdffactory.com

Eng. & Tech. Journal, Vol.28, No.13, 201(

Using Genetic Algorithm in Image
Clustering

Table (1) Experiment Parameter Settings
(used images with two clusteredand different sizes)

I mages Image Size
I mage; 120*180
I mage, 150* 100
| mages 240*160

Table?2 (a) The Parameters of proposed system (used distance feature)

I mages vertical distance of object horizontal distance of object
Image; Object1:24 | Object2:30 | Object3:24 | Object1:84 | Object2:62 | Object3:54
I mage, Object1:52 | Object2: 44 Object1:52 | Object2:44
Image; 81 77
These values (vertical and horizontal distance of object) areused to
determinethethreshold distance and center of objects used to detect the
object from background.
Table 2 (b) The Parameters of proposed system (used distance feature)
Images | Center coordinate of object
Cx Cy
Image; | Object1:42 | Object2:31 | Object3:27 | Object1:12 | Object2:15 | Object3:12
Image, | Object1:26 | Object2:22 Object1:26 | Object2:22
I mages 119 78

Table2(c) The Parametersof proposed system (used distance feature)

I mages Threshold distance value

Image, Object1:84 | Object2:62 | Object3:54
Image, Objectl: 52 | Object2:44

Image; 81
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C1 Cz C3 C4 C5

Figure (1) Chromosome Representation

(1)

1- Clustering based Thresholding with three features

et

) )
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- !
(4) )

Figure (2-a):(1) imagel, (2)clustering with gray value feature, (3) clustering with gray
value & distance & gray connection features(object 1), (4) clustering with gray value &
distance & gray connection features (object 2), (5) clustering with gray value & distance &
gray connection features(object 3).

2. Clugtering based GA with threefeatures

) ©)
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—wnal

(4) (5)

Figure(2-b):(2) clustering with gray valuefeature, (3) clustering with gray value & distance &
gray connection features(object 1), (4)clustering with gray value & distance & gray
connection features(object 2), (4) clustering with gray value & distance & gray
connection features(object 3).

(1)

1- Thresholding based clustering with three features
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(2) ©) (4)

Figure (3-a):(1) image2, (2)clustering with gray value feature, (3) clustering with gray
value & distance & gray connection features(object 1), (4) clusteringwith gray
value & distance & gray connection featur es(object 2).

2- Clustering based GA with threefeatures

(2) ©) (4)

Figure (3-b): (2)clustering with gray valuefeature, (3) clustering with gray value & distance
& gray connection features(object 1), (4) clusteringwith gray value & distance &
gray connection features(object 2).

(1)

1- Clustering based Thresholding with three features
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@) (©) (4)
Figure(4-a):(1) images3, (2) clustering with gray valuefeature, (3) clustering

with gray value & distance feature, (4) clustering with gray value
& distance & gray connection features.

Y
Nl
v 6

v ©) (4)

Figure (4-b) :( 2) clusteringwith gray value feature, (3) clustering with gray
value & distance feature, (4) clustering with gray value &
distance & gray connection features.

Now, will be compare between the previous strategies according to

time consumption and misclassification ratio as shown in the following:
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distance valueBdistanceds
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Figure (4) (a): comparison between two strategies by time (imagel)
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1.2 + \‘
1 S »
0.8
0.6 —#—threshalding tech.
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a
gray value feature gray value & gray
distance valueRdistanced
gray connection

Figure (4) (b): comparison between two strategies by misclassfication error
(imagel)
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7 J ——threshalding tech,

15 - -\-\. ~—GA tech.

giray value featire giray walue & Bray
distance valueBgistanced
grayconnection

Figure (5) (a): comparison between two strategies by time (image2)

]
5 - e
g
3
—#—threshalding tech.
2 ——GAtech.
1
gray value feature  gray value B distance Bray
valueBdistances
aray connaclion

Figure (5) (b): comparison between two strategies by misclassfication error
(image2)
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Figure (6) (a): comparison between two strategies by time (image3)
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Figure (6) (b): comparison between two strategies by misclassfication error
(image3)
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