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Abstract

The aim of this article is to find an efficient method to detect fault in dual
database server which is working on critical environment real time system (such as
power and water distributed environment).

In traditional dual database server the fault tolerance is embedded in each
server. So when there is any defectiveness, each server try to uncover the error in
separate way. This led to increase the load on each server and job lateness.

This paper proposes a central fault tolerant method for dual database server
through a centralized control, so that the fault will be more controlled and
manipulated and the load will be less in each server since problems detection and
correction will not depend on dual server but it will be centralized.It showed
practically how the dual server worked under fault conditions and critical
environment such as distributed real time systems.
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reliability of network services.
Reliability and availability are

1- Introduction
The failure of a server of the

network may cause a network service
to fail to respond ongoing request and
to no longer be available to new
request [1].

A central fault tolerance method
is used for Dual database server to
increase  the  availability  and

essential characteristics of computer
systems  operation. A  runtime
monitoring system contributes for
improving reliability and availability,
respectively, by continuous failure
detection and by reducing time to
diagnose failures [2].
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Dual database means that there
are two servers both of them have the
same Database files and each one is
on a private computer. Dual server
are connected through the network
using a specific network
communication technique, any client
attend to deal with the database files
it must notify the dual server that ifs
exist so its request go through the
network and gets the information it
needs [3].

The causes of service failures
can be divided into three types:
network faults, client faults and
server faults [4]. Our work focuses
on recovering from faults that occur
within a ‘‘server room’’.

Fault tolerance is a crucial
design consideration for mission
critical distributed real-time systems
(DRT), which combine the real-time
characteristics with the dynamic
characteristics of distributed platforms.
DRT  systems  present  unique
challenges for traditional  fault
tolerance approaches because of their
scale, heterogeneity, real-time
requirements, and other characteristics.

This paper firstly mention the
related work, those work that search in
the same field but in different way,
then describes system structure which
represents the method wused to
implement this system for hardware
and software. Then draw the schemes
for dual server and Fault tolerance
control which emerge how they
distributed in the system platform and
there  connections.  After  that,
demonstrated the system performance
under the correct and fault conditions.
Finally, it summarizes the conclusion
of this work.

2426

2- Related Work

Fault tolerance for distributed
systems is an active area of research
and many projects have made
significant contributions. In [5] they
use an algorithm that achieves N - 1
fault-tolerant resiliency for N-server
video-on-demand systems. In [6],
they design and implement a dual-
module sun workstation redundant
system which fault-tolerant computer
system has the performance that if
there are some troubles occurs the
system itself has the capacity to find
and correct or eliminate those
troubles, and ensure the whole system
running normally. This is followed by
using Dual redundancy server
(primary and secondary server), if the
primary server fails the clienfs
requests data from the second server
[3,7].

Another more recent solution
is that the fault tolerance is made
possible by the partitioned
architecture of the system and data
redundancy control actions include
restoration of lost data sets in a single
server using redundant data sets in the
remaining servers [8], and in [9] it
provides a reliability monitoring
scheme for fault tolerance control
systems.

3- System Structure

The system that this paper
worked on is shown in figure (1) which
is discussed in details in [3]. This
system has been used in Iraqi national
Control Center. This paper suggests
figure (2) to improve the old system.

The proposed system s
implemented in special environment
that had chosen to implement and test
this job which can be summarized as
follow:
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1- Number of personal computers is
SIX.

2- The operating system is Windows
XP.

3- Interconnected by an Ethernet
Network with 100 Mbps speed
and the topology is star
connection.

4- The programming language is
Visual C++ (MFC and Win32

application).
5- The database was build, at first,
using  visual FoxPro then

converted to C++ files using a
specialized program written for
this purpose.

To discuss the proposed system it
will be partitioned into two parts, Dual
Server and Central Fault tolerance.

4- Dual Server Scheme

This paper design a backup dual
database server as shown in (figure 3)
to increase the reliability of the system
in order to keep control the access to
the database and to deal with fault
tolerance of critical tasks.

The Dual server connection is
done by sending their locations to each
other (see figure 3). This connection is
very important to make each server
know the state of the other. It uses a
handshaking message, which is
continually sent between them, so it
can handle the failure situation when
occurs in any server.

When the clients run they start
connect to the dual server in order to
access database files which is
controlled by dual server, each client
will either read, write or update the
information exist in dual database
files [3].

When the Dual server performing
their work in real time processing
systems such as power or water
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distributed environment they make
them overloaded. Therefore to lighten
the load on dual server, this paper
suggests a central fault tolerance that
discuss below.
4- Center Fault Tolerance Scheme
To give the Fault Tolerance
program (FTP) full capability to
control the dual server computers,
there must be a program work as a
service to it on each Server's computer
and its backup. That service is a special
kind of win32 process that makes it a
good choice for software that needs to
start automatically and run constantly
in the background, whenever the
system is up [10]. This program or
service is called Fault Tolerance
Service (FTS) (see figure 4). It’s
always able to receive and do any
orders come from Fault Tolerance
program (FTP) and resend a message
to inform it if the order is done
successfully or not, and the state of the
Server during its work.

5- Demonstration of System
Performance
5.1-Demonstration of Central
FTP
The FTP has two phases

starting phase and running phase. And
it has a very important file which is
called Server Information file (see
figure 5). This file is responsible for
specifying the dual server locations
and their backups and FTP backup.
When the FTP files Backup
button pushed in Server Information
file form, another form  will
represented (see figure 6) which asks
for a computer name to store the
necessary file of FTP that need them
when it failed. When the FTP start
running, it first read the
Server Information file and search for
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FTP backup files location and servers
information if it didn't find any of
them, it will informed the operator by
a dialog box to assigning them first.

The Server Information file has
only Change tools for modification
because it is fixed file has only two
servers as processes so it has no add or
delete tools. In change tools form (see
figure 7) the operator can write or
change the default and backup
locations and computers.

At the starting phase it has two
steps the Connection step and Loading
step (see algorithm 1). When the Run
button pushed from the main inter
face form (see figure8) the FTP read
the Server Information file then begin
to connect with each default and
backup computers by two connections.
One for send and one for receive (this
technique make the connection faster)
using named pipe protocol. Then it
sends messages to FTS for loading the
dual server in correct place. If the
booting success, the Fault monitoring
function will run (see figure 9).

The fault monitoring has several
functions which monitored on the dual
server and the FTP itself hardware and
software.

In reality, however, it is not
practical to monitor every state
variable in a network. As a result,
knowledge on a certain set of states is
inferred based on the observables. On
the other hand, a control action, in
response to a state transition such as
an occurrence of a server failure,

must wait until a process of
diagnosing the failure state is
complete. The time required for

diagnosis is assumed to be a random
variable and the outcome of the
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diagnosis usually has some degree of
uncertainty as well [8].

The fault monitoring on Dual
Server will discussed here, It have two
types of functions; first responsible for
software failure and the second for
hardware failure. The FTS is
responsible  for software failure
monitoring if anything happened it
tries to resolve it by re load the
software again (see Algorithm 2). It
tries to do that twice time if not success
it tries to reload it from backup
location. Because the software may
have damaged for any reason if it also
fail it sends a message to FTP which it
declares this Server as a damaged
server, so that the other server will take
a handle till the FTP load this server on
the backup computer and changes the
necessary software connections to that
computer.

The FTP is responsible on
hardware fault monitoring if any error
happened like computer failure or
wire crosscutting and so on, it takes
the same operation that mentioned
earlier (see algorithm 3).

Each fault happen, the operator
informed about it immediately ,(see
figure 10) where the time of detecting
network error is less than the time
taken by the dual server which was
(18766) millisecond (see figure 18),
while in the proposed system is
(14577) millisecond as shown in
(figure 10).

In State Monitoring (see either figure
8, 9 or 10) there are three buttons.
First one is the Current State button
which is responsible to show the
current configuration of the servers
(see figure 11). The second one is the
Computer State button, informed the
operator if there is any computer out
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of the system (see figure 12). The last
one which is the Fault Archiving
button it stored all fault happened in
the system, its time and what the FTP
done about it (see figure 13).

The fault monitoring function
on FTP itself is done by two special
FTS. After booting are success the FTP
chooses two FTS depending on
Server Information file and declares
one of them which it is lies on the
same computer with FTP as FTS
Recovery (FTSR) and the other which
is lies on the FTP backup computer as
Backup FTS Recovery (BFTSR). Each
of them takes different action when
FTP is damaged.

When FTP damaged, all the FTS detect
that because the pipes are broken. Two
of them which are chosen by FTP as a
recover services will take a handle of
that situation (see algorithm 4, 5).
Different kind of messages will be
translated between them to know who
will take an action at that moment. The
priority usually is to FTSR.

When the FTSR detects the
FTP damaged, it tries to reload it from
the same location. If it fails, it retries to
load it from backup location. Taking in
consideration the last state of the FTP
i.e., before it has been damaged.

At that time the BFTSR sends
a message to FTSR, and asks it if it is
active. If the answer is yes, BFTSR
takes no farther action. If FTSR does
not respond for any reason, for
example, its computer is damaged; the
BFTSR will take an action. It tries to
reload the FTP from default or backup
location, on backup computer and on
the last state that it was before the
damage.
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5.2- Demonstration of Dual Server
under Central FTP Methodizing

In dual server each server has
almost three tasks, algorithm (6)
shows the dual server functions under

central FTP:

1-When dual server start, they
establish communication path
between them by sending a

handshaking message to each other,
using Mailslot connection technique,
that it exists and starts successfully if
it 1is established then statues
information sends from one server to
another server. A living message is
continuously send between the dual
server using named pipes connection
technique to make each server notes
quickly if one of them is disconnected
from the other one) suppose that their
names are (dual serverl) and
(dual server2).

If at starting, both of them start
successfully then they will stay
waiting for any incoming client that
want to connect to them (see figures
14, 15). If any one came then
communication path is established
between the dual server and this new
client(s) by named pipe technique. If
this client wants only to perform a
read operation from the database files
it will logically deals with the first
server that it is connect to it. But if
the operation is to update (write)
database it will deal with the dual
server (see figurel6, 17).

2- Suppose that if dual server2 is fail
to start, the dual serverl could deals
with this event since there is a
communication path between them till
a central FTP take a suitable action. In
this situation the dual serverl will
blocked all connected clients for a
period then it returned them to the
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work again, to make them notice that it
is the only existing server (the master
server) and they must access only to it
in reading, writing or updating
database files (see figurel8).

Note that the same operation is done
if the dual serverl is stopped and the
dual _server? is still in service.

3- If the second server (dual_server2)
is returned to work by FTP (see
figure 18), the master server
(dual_serverl) would notice this
event and must block (notify) the
clients and synchronize its database
files with the dual server2 database
(make a fresh copy of the database
files for the (dual server2)). Then
make the clients return to work again
(see figure 20).

While From the client side,
each client has three tasks (Note that
the following description is about
only one client and it is the same for
all other clients):

1. When client start and find the
dual server is working the client(s)
will connect to them and perform its
tasks on the dual server database files
(see figurel6, 17).

2. When client(s) is working with
dual server normally, then one of the
dual servers (suppose the
(dual server2)) fail, the client(s) will
disconnected from the (dual server2)
depends on the message came from
(dual_serverl) (see figurel8). It will
perform all its work (dealing with
database files) by the (dual serverl)
(which is the master server now).

3. Suppose the (dual server2)
returned to work by FTP, the master
server (dual Serverl) would notice
that event and must block (notify) the
client(s). The client(s) stay waiting
until master server synchronize
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database of the (dual server2) and
send message to the client(s) telling
them that the (dual server2) is
working (see figure 20). The Client(s)
will work with dual server; means the
update database files performed in the
(dual_serverl) as well as in the
database files in the (dual server2),
while the read operation will stay
with the (dual serverl).
6- Conclusions

Providing central fault tolerance
in distributed real-time systems
involves  carefully crafting and
integrating techniques to not only
meet reliability requirements, but also
to match the characteristics of the
systems. The work that reported in
this paper not only provides a
practical case study of inserting a
central fault tolerance into a complex
system of interacting components
(dual-server) , but also provides
several significant results in fault
tolerance for distributed real-time
systems.
First, it improves the performance of
dual database server by making the
load less in each server and the fault
become more controlled and
manipulated. Since the results show
that the central system detects for
example the network error faster than
the time taken by the old dual server.
Secondly, the use of active replication
to mask faults made the system very
rapid recovery, so it becomes nearly
continuous availability which it is
mach the characteristics of specific
systems.
Thirdly, it improves the design and
implementation of fault tolerance by
making it applicable not for dual
server only but also to larger classes
of systems and problems.
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Figure (2) proposed System structure
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Figure (3) Dual_Server Scheme where
A,B,C,and D are Clients

2432

PDF created with pdfFactory Pro trial version www.pdffactory.com



http://www.pdffactory.com
http://www.pdffactory.com

[Eng. & Tech. Journal,Vol.28, No.12, 201( Central Fault Tolerance for
Dual Database Server Real Time System

Backup I
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o
FTP
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Backup y Backupy
| A s alal | A mls alal

FTS FTS

Dual Serverl Dual Server2|

Default Default

Figure (4) Fault Tolerance Scheme

Server_Informations File |
HO. | Server Hame | Default Location | Backup Location | D efault Bunning Cornputer | Backup Runni
1 Duel Serverl  M\Computer3WFAFault_tolerance’...  S\ComputerdWFh.. Computer3d Computerd
2 Duel_Server?  \\ComputerbbFAFault_tolerances...  MComputerB'WFh.. Computers Computers
< | £
B FTF Backup Files oK,

Figure (5) Server_Information File of FTF

FTP Backup Files |

p—

Computeer List

Ok, |

Canicel

Figure (6) FTP Backup File Form
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Chang Server E|

Server Hame: | uel

E SL\;TJDHZ WhComputer3hfiDual ServersDual Serverl.ex Brows
Backup

Server “Computerdh i Dual ServersDual_Server].exe Brows
Location:

— Bun Computer:

Computer List: Default Computer

1C0mputer‘l LJ FS | | Computer3

B ackup Computer

= | Computerd

ox

Figure (7) Change Form of Server_Information File

1-Input :Server Information File
2-Output: Run Monitoring function
3-Read Server Information File
4-Connect Read and write Pipe connection with all FTS on all computers
5-Loop for twice [one for Dual Serverl and one for Dual Server2]
6- Run (ServerName) on its default computer
7- If (Not Success) then
Run (ServerName) on its backup computer

8- End Loop
9-If (Booting Success) then

Run Monitoring function
10- End //end of algorithem

Algorithem 1 FTP Funcion

2434

PDF created with pdfFactory Pro trial version www.pdffactory.com



http://www.pdffactory.com
http://www.pdffactory.com

[Eng. & Tech. Journal,Vol.28, No.12, 201( Central Fault Tolerance for
Dual Database Server Real Time System

1-Input: ServerName

2-Output: re-run ServerName on FTS computer
3-re-run (ServerName) on FTS computer

4- If ((ServerName) fail) then

5- Loop for twice
6- Re-run the (ServerName)
7- If (Success) then

Goto step 11
8- End Loop
9- If (Not Success) then
Send a message to FTP
10- End If // end of If in step 4
11-End //end of algorithem

Algorithem 2 FTS Function

21 Fault Tolerance Program (FTP)

X

Running Action List: FTP Operating -

Run Currert St |

ServellnfnrmatinnJ ompte -

Figure (8) Main Interface of FTP

=1 Fault Tolerance Program (FTP)

Runiing Action List:

FTF start...
Connection secoess.

Loading seccess. Hur Current State
Booting secoess,
Server Information | Computer State
Teminate Fault Archiving

Figure (9) Main Interface of FTP shows the running action

~ FTP Operating State Manitaring

Faulk monitoring running. .

Clean Action List
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l-input: ServerName

2-output:Re-Connect the Pipe

3-If (Pipe Disconnected) then
Run (ServerName) on its backup computer
Write the fault on Fault Archiving File

4- Loop
5- Re Connect the Pipe
6- If (Pipe Connection Success) then

Goto sten 9

Algorithem 3 FTP Function

73 Fault Tolerance Program [(FTP)

Fiunning Sction List: FTP Operating -
FTPF start... [

Connection seccess.
Loading seccess. Current State

Booting seccess.

1 State Monitaring

Fault monitoring running. ..

There iz erar in Duel_Server2. . Server Information | Computer State ‘
FTP run Duel Server? from backup location and on backup computer.

Terminate Fault Archiving
Clean Action List ‘ Exit

Figure (10) Instant fault represented immediately in Action

Dletect Metwark Emor the hme taken to handle this

Current State E|
Server Name | Rurining Location ] Location state ] Rurining Computer | Computer State
Dual Serverl  W\Computer3WFADual_ServersDual_Serverleme  Default Computerd Drefault
Dual Serverz  “\ComputerB\FiDual_Server\Dual_Server?ewe  Backup Computerb Backup
< |

Fioure (11) Current State Form
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Computer State

WO, | Computer Mame Cornputer State
1 Computer] Connecte

2 Computer2 Connects

3 Computer3 Connects

4 Computerd Connecte

] Computerh Dizconnecte

5 Computers Cotnects

< | ¥

Figure (12) Computer State Form

Fault Archiving EL
N.| Computer Name | Effect | Faur [ Action | Faul Time
1 CompriteiS Duel Server2_Stop  Computes_Disconnect  Sesver_Backup 01:44:51 5117
2 Computer] FTP_Stop Computer_Disconnect FTP_Backup 01:5xm 5117
3 Computer3 Duel_Server]_Stop  Software_Fadure Software_Backup 02:01:01 511/
< >

Figure (13) Fault Archiving Form
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w+ DualServer

Dzl Server! Started Successfully .
atch Thread Start.

v Startup Time in Millisecond is = 10477896
The Received Information From Duel Server? are:
umber of Destination Attempts =0

umber of Destination Clierts =0

Destination Startup Time in Millisecond is = 3435574

[The Destination Database Path is = Woomputers' DEL

wattempts = DisAttempts

File Synchronization Cperation Stated

File Synchronization Operation Ended The Reguired Time In Milisecond is = 3669
Total Time of File Synchronization with Existed Clients in Millisecond is = 3675

Figure (14) Dual Serverl

1-input: none
2-output: re-run FTP
3-If (Pipe Disconnected) then
Re-Run FTP on its Default computer from default location
4- If (Not Success) then
Re-Run FTP on its Default computer from backup
location
5-End If //end of If in step 3
6-End //end of algorithem

Algorithem 4 FTSR Function

1-input: none
2-output: re-run FTP
3-If (Pipe Disconnected) then
Send a message to FTPR (ARE YOU A LIVE)
4- Read a message (wait for a period of time)
5- If (Read Nothing) then /*it means FTPR has a problem
and BFTSR must take an action*/
Re-Run FTP on its Backup computer from default
location
6- If (Not Success) then
Re-Run FTP on its Backup computer from
backup location
7- End If //end of If in step 5

Algorithem 5 BFTSR Function
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1-Input: none

2-Output: run dual server

3- Initialize the variables and create connection method used to send
information to other server

4-Create the following operations:

Watch_DualDB ( watch the other dual server)
DualDB_Moniter_client(Wait for new clients)

DualDB_Client( keep connection to the other server)
If(Not(Shutdown or stop or restart server)) then go to 4

Perform all un Initialize the variables and terminate dualDB_Client
terminate Watch_DualDB

moowp

Algorithm (6) Dual Server Functions

s
u- DualServer

Dual Server? Started Successtully.
atch Thread Start.
by Startup Time in Millisecond is = 3438874
IThe Received Information From Duel Server] are:
Mumber of Destination Attempts = 2
Fumber of Destination Clients =0
Destination Startup Time in Millisecond is = 10477596
The Destination Database Path is = Wlomputer3h DB
by Attempts = DisAttempts
it For & single From Cther Duel Server... .
Fil= =vnchronization Finished In Millisecond is = 37520

Figure (15) Dual_Server2

Dol Server? Started Successtully .
atch Thread Start.
Ay Startup Time in Millisecond is = 34385874
The Received Information From Duel Serverd are:
Mumber of Destination Attempts = 2
FMumber of Destination Clients =0
Destination Startup Time in Millisecond is = 10477396
The Destination Databass Path is = Wlomputer3h DB
by attempts = Disattemnpts
mit For & single From Cther Dusl Server...
Fil= Synchronization Finished In Millisscond is = 3750
L2 hModule is Connected in Data: 2008105 at Time 11 20041
B hiodule is Connected in Data: 20080105 at Time 11 (20045
I_ hodule is Connected in Data: 200501105 at Time 11 1 20:535
' Module is Connected in Data: 200501105 at Time 11 :20:59

Figure (16) Clients Connect to Dual Serverl
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DualServer

Cual Server? Started Successtully.
atch Thread Start.
by Startup Time in Millizecond is = 3455574
The Feceived Information From Duel Server! are:
Fumber of Destination Attempts = 2
FMumber of Destination Clients =0
Cr=stinstion Startup Time in Millisecond is = 10477396
The Destination Database Path is = Wlomputer3s DB
by Attempts = DisAttermnpts
it For & single From Ciher Duel Server .
Fil= Syvnchronization Finished In Millisecond is = 3750
L8 bodule iz Connected in Data: 20050 1.5 at Time 11 (20041
B hodule iz Connected in Data: 200511055 &t Time 11 (20045
i- bodule iz Connected in Data: 20051155 &t Time 11 (20055
O hodule iz Connected in Data: 20051155 &t Time 11 (20059

Figure (17) Clients Connect to Dual Server2

o~ DualServer

Ciual Server] Started Successfully.
mtch Thread Start.
y Startup Time in Millizecond iz = 10477896
The Received Information From Duel Setver? are:
umber of Destination Attempts =0
umber of Destination Clients =0
Destination Startup Time in Milisecond is = 34358374
The Destination Database Path is = Wlomputer 3t DEL
yAttempts = Dissttempts
Filz Synchronization Operation Stated
Fil= Synchronization Cperation Ended The Required Time In Milisecond is = 3669
Total Time of File Synchronization with Existed Clients in Milisecond is = 3675
1t Module iz Connected in Data: 200601105 at Time 11 :21:45
B hodule iz Connected in Datac 2005M 15 at Time 11 :21:55
i Module is Connected in Dete: 2005M 105 at Time 11 221
L' hodule iz Connected in Data: 20081105 at Time 11 :21:3
=--Dual zerver! Detects Dual server? iz stopped. .. Sends Stop Message To i's Connected Clisnts--=
1 Server! Send Stop Message To Module ---= &
21 Server! Send Stop Message To Module ——-= B
(3 Server! Send Stop Message To Module ——-= C
b Server! Send Stop Message To Module ---= D
istch the required Time To Restart The Server is = 2000
There iz A Metwork Ervor, Reguired Time to Motice This Event is = 18766 » Note: The time is

kept here to show
the difference
Figure (18) the Dual Serverl Detect Dual Server2 Fail between central FTP
- - and old Dual Server
detection time see
figure(10)
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u- DualSerwver

Dusl Server? Started Successfully .
mtch Thread Start.
v Startup Time in Millizecond is = 21479336
[The Received Information From Duel Server! are:
umber of Destination Attempts = 5
Fumber of Destination Clients = 4
Deztination Startup Time in Millizecond is =189470035
(The Destination Database Path is = WZomputer 3y DEY
yattempts = DisAttempts
@it For & single From Other Duel Server ... ..
File Svnchronization Finizhed In Millisecond is = 3650
L dodule iz Connected in Data: 20080153 &t Time 13:43:.00
B hodule iz Connected in Data: 200501105 at Time 13457
= Module is Connected in Dats: 20084 105 &t Time 13:45:13
D hodule iz Connected in Data: 20050 105 &t Time 134520

Figure (19) Dual _Server2 Reloaded by FTP on Its Backup Computer

2) Server! Send Stop Message To Module ---= B A

3 Server! Send Stop Meszage To Module ---= C

4) Server! Send Stop Meszage To Module ---=D

Wwigtch the required Time To Restart The Server iz = 2000

There iz & Mebaaork Ervor, Required Time to Motice This Event is = 158766
My Startup Time in Millizecond is = 10477896

The received infoemation From Duel Server? are:

Mumber of Destination Attemptz =0

Mumber of Destination Clients =0

Destination Stattup Time in Millizecond is = 21479596

The Destinstion Database Path is = WComputers DB

MyClients = Dis. Clents

1) The Hald Cliert Mame is ---= &

2) The Hald Client Mame is ---=B

3 The Hold Client Mame is ---=C

4) The Hald Client Mame is ---=D

File Synchronization Operation Stated

File Synchronizetion Operation Ended The Recuired Time in Millisecond is = 2687
1) The Restarted Client Mame is —--= &

2) The Restarted Client Mame iz ---= B

3) The Restarted Client Mame iz ---= C

4) The Restarted Client Name is ---= D

Total Time of File Synchronization with Existed Clients in Milizecond iz = 2734

Figure (20) the Dual _Serverl Detect reload of Dual Server2
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