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Abstract 

This paper discusses recent advancements in theft surveillance techniques, including tracking multiple 

objects and estimating human movements. These technologies help with real-time monitoring, 

understanding behaviors, and ensuring public safety. The major computational challenges of the techniques 

have been looked at from different angles, including balancing accuracy with efficiency, occlusion 

management, and scalability in different environments. It also identifies areas that require further research 

and proposes potential future directions, such as incorporating diverse data types and developing compact 

and adaptable models. This work is meant to be a helpful tool for researchers and practitioners, giving them 

a look at the present status of these technologies and steering the creation of new smart systems. 
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1. Introduction 

Modern technologies have completely transformed 

the field of surveillance and safety, as these 

technologies have addressed major challenges in 

the field of behavioral monitoring, especially in the 

field of theft prevention. Surveillance technologies 

greatly help in monitoring locations with large 

crowds that are difficult to monitor using traditional 

methods [1].  

Old surveillance methods, represented by the 

use of fixed cameras, are an essential element in 

combating suspicious behaviors, including theft in 

stores; thus, they play a major role in deterring 

potential shoplifters, enhancing safety among 

shoppers, and enhancing security operations. 

However, conventional surveillance mostly 

depends on human effort; therefore, this will result 
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in a significant discrepancy between several 

cameras and will cause theft not to be caught in real 

time as humans would become fatigued and lose 

attention. Therefore, relying solely on human 

judgment may lead to erroneous conclusions when 

identifying suspicious activity [2].   

As the number of objects to monitor in a video 

rise, it becomes increasingly challenging for 

humans to track many moving elements. 

Conversely, computer vision can identify and 

monitor numerous entities with exceptional 

precision. This is referred to as multi-object 

tracking. Tasks requiring overcoming several 

challenges are item detection and tracking. Apart 

from identifying the position and type of objects, 

detection systems have to deal with obstacles such 

as size variance, illumination changes, occlusions, 

and variations in form and appearance. It also has to 
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consider how to classify objects with different 

degrees of resemblance. Simultaneously, tracking 

algorithms must address emerging challenges such 

as monitoring rapid-moving entities, managing 

transient occlusions, and following objects  [3]. 

A multitude of research studies have been 

conducted that utilize and suggest revolutionary 

designs and methodologies in computer vision, 

including Region-Convolutional Neural Network 

(R-CNN), Fast R-CNN, Faster R-CNN, and You 

Only Look Once (YOLO). These distinctive 

methodologies are often developed by major 

technology companies like Facebook, Microsoft, 

Google, and others. The current research landscape 

emphasizes the significance of computer vision. 

Numerous research studies are employed in object 

detection and tracking, which are inherently 

interconnected, as object tracking relies on object 

detection [4].  

The Internet of Things (IoT) represents a 

significant technical advancement in security 

surveillance, facilitating the automatic 

communication and data exchange across diverse 

smart devices. These gadgets encompass security 

cameras, sensors, and alarm systems, augmenting 

businesses' capacity to monitor their surroundings 

with increased efficacy [5].  

IoT technologies enhance incident response by 

providing immediate notifications upon the 

detection of anomalous activity, facilitating a swift 

reaction from security personnel. Furthermore, the 

data gathered from these devices allows the 

examination of individual activities, aiding in the 

identification of security patterns and trends. 

Automation and intelligent technologies contribute 

to lowering operating expenses by diminishing the 

necessity for a substantial workforce in surveillance 

activities [6]. 

Machine learning methods improve the 

precision of detecting suspicious actions, hence 

decreasing the incidence of false alarms. The 

implementation of IoT in security surveillance 

presents privacy and security issues since 

interconnected devices may be susceptible to 

hacking, necessitating stringent security protocols 

to safeguard sensitive data and information  [7].  

Human pose estimation is an important step in 

enhancing security surveillance by detecting key 

points and analyzing human behavior, especially 

when combined with other surveillance 

technologies; thus, it detects irregular activities and 

predicts threats. The use of surveillance methods 

has become crucial for retailers seeking to protect 

their assets, ensure client safety, and sustain 

operational efficiency in an increasingly 

competitive retail environment. Human pose 

estimation and motion tracking are important areas 

in computer science and computer vision [8].  

They help us understand how people move and 

act in different situations. These approaches depend 

on the analysis of data derived from video clips, 

facilitating systems to reliably identify various 

human stances and monitor their movements [9]. 

The practical uses of these approaches span 

several industries, including healthcare, where they 

facilitate patient monitoring and movement analysis 

for treatment and rehabilitation. Moreover, the 

domain of security and surveillance uses these 

methodologies to identify suspicious activity and 

assess anomalous behavior [10]. The technology 

used includes machine learning and deep neural 

networks, which improve the accuracy of 

predictions by analyzing large amounts of data. 

Contemporary technology, including 3D cameras 

and sensors, enhances the efficacy of motion 

tracking systems. Research in this subject is now 

advancing breakthrough technologies that improve 

human-machine interaction and offer realistic 

experiences [11].  

The study provides a comprehensive 

examination of these interconnected technologies, 

analyzing their individual functions and their 

collective contribution to the development of new 

surveillance systems. This effort aims to 

consolidate recent advancements and identify key 

concerns to guide the development of more 

intelligent, effective, and proactive safety solutions. 
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2. Related Work 

Major steps forward in watching people, finding 

objects, and figuring out body positions have been 

made over time, driven by the need for alert and 

smart safety systems. The mix of IoT, deep learning 

methods, and sensors has been key in fixing the 

flaws of old watching methods. In the following 

subsections, we will review the most important 

technologies used in this field and explain their 

contribution briefly and clearly in Tables 1, 2, and 

3. Using modern methods like Multi-Object 

Tracking (MOT) and Human Pose Estimation 

(HPE) greatly enhances the effectiveness of 

surveillance systems. Budget-friendly cameras can 

achieve this without sacrificing quality.  

This affordable method uses computer 

technology skills to improve algorithms, achieving 

a balance between low cost and high performance 

while encouraging new ideas in surveillance 

technology. The tables below offer the techniques 

under examination, including MOT, HPE, and theft 

detection. Each article offers an in-depth précis of 

the methodology, packages, and accomplishments 

related to those technologies. The tables offer a 

comprehensive assessment, showcasing the 

strengths and trends of each method and illustrating 

their mixed impact on improving surveillance 

systems. 

2.1 Surveillance Systems 

The theft surveillance system has notably been 

boosted by the implementation of IoT-enabled 

systems and smart sensors, which can quite 

markedly enhance the ability to monitor [12]. 

Previously, conventional surveillance systems like 

CCTV cameras acted as passive tools in capturing 

footage of incidents after they had taken place. 

However, the present-day approach has shifted to 

proactivity. This includes human and object 

detection, motion sensors, and real-time alerts that 

can be sent via GSM or email, thereby making it 

possible to respond quickly to unauthorized access 

[13]. To top it all off, innovations like wireless 

cameras, night vision technology, and better storage 

options in DVRs and NVRs have made modern 

surveillance systems much more scalable, efficient, 

and reliable [14]. 

2.2 Multiple Object Tracking (MOT) 

Multi-object tracking (MOT) has become an 

essential tool in computing, especially in the areas 

of passenger monitoring and security. Algorithms 

such as YOLO, Faster R-CNN, and Deep SORT 

provide efficient and effective ways to manage 

multiple objects in changing environments [15]. 

These techniques effectively handle challenges 

such as occlusion, flicker, and frame recognition, 

ensuring reliable performance in a variety of 

conditions. Furthermore, studies suggest that we 

can simultaneously improve tracking performance  

[16]. 

These improvements are essential for achieving 

effective real-time containment in large and 

complex environments, where traditional methods 

cannot always maintain the required accuracy and 

speed [17]. 

 

2.3 Human Pose Estimation (HPE) 

Human pose evaluation (HPE) is useful for post-

observation behavior analysis. The design of HPE 

algorithms aims to identify people's body parts and 

enhance the accuracy of pose determination in 

crowd management and violence detection [18]. 

This makes them useful for advanced surveillance 

packages. Advanced frameworks, such as HRNet 

and Pose Flow, use timestamps and active learning 

methods to handle problems such as motion, 

occlusion, and real-time needs very well [19]. 

2.4. Integrated Systems 

The use of modern techniques such as Multi-Object 

Tracking (MOT) and Human Pose Estimation 

(HPE) makes surveillance systems much more 

effective, especially when low-cost cameras are 

used without sacrificing performance. Using 

computer science skills to improve algorithms is a 

cheap way to do this that strikes a balance between 

low cost and high functionality while also 

encouraging new developments in surveillance 

technologies [20].  
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In the work of Kukreja et al. [21], the authors 

proposed a model that can improve vehicle 

detection in public environments, thus enhancing 

security. The researchers also suggest improving 

the structure of the model to achieve better 

performance in terms of efficiency and accuracy, 

which will reduce the false positive rate and make 

it suitable for use in security applications. The study 

also discusses the possibility of integrating this 

modified model with deep learning techniques and 

discusses the development of a model based on 

YOLO to make it more efficient in overall 

performance. Whereas, the work of Manasa et al. 

[22] delineates the advancement of a real-time 

augmented system for identifying infractions that 

transpire whilst driving, encompassing various 

transgressions such as contravening traffic flow and 

exceeding speed limits.  

This paper showed that the system is 96 percent 

accurate and can analyze data in less than 100 

milliseconds per frame, making it suitable for 

monitoring traffic. The research article by Tang et 

al. [23] focuses on improving a model that tracks 

people and evaluates their body positions from 

different angles to build 3D environments. The 

researchers employed sophisticated ways to 

evaluate data from several cameras, enhancing the 

precision of object tracking in intricate situations. 

The researchers suggested combining human 

tracking with additional methods to attain precise 

outcomes in the creation of 3D sceneries. This 

technology achieved a 90 percent accuracy rate in 

tracking individuals. The paper presented by Li et 

al. [24] has developed an integrated approach that 

tracks more than one object using cues related to 

shape and appearance. The proposed approach 

achieved more than 80% accuracy in addition to 

reducing false positives. The contribution of this 

study was to improve the techniques related to 

tracking by combining motion information with 

appearance characteristics techniques.  

This leads to the hybrid model performing well 

in difficult conditions. However, it faces difficulty 

in tracking objects in very crowded environments 

and requires high-quality input data. The research 

article provided by Larasati et al. [25] introduced a 

novel methodology in the domain of computational 

vision pertaining to quantum computing. The 

research article examined how quantum computing 

enhances algorithms for pattern recognition and 

image processing. In certain instances, this novel 

strategy demonstrated an approximate 50% 

increase in performance relative to conventional 

methods. Notwithstanding the obstacles 

confronting these technologies, especially quantum 

computing, this progress will facilitate continued 

advancement and enhancement in this domain. The 

research paper presented by Hassan et al. [26] 

recorded an accuracy of 70–90 percent for modern 

methods that focused on deep learning and motion 

analysis techniques. A research article by Chen et 

al. [27]. describes a system that alerts users when 

they stray from their designated lane. The system 

uses image analysis and a technique called semantic 

segmentation. The technology achieved a detection 

accuracy of up to 95 percent. This outcome will 

enhance the development of systems pertaining to 

road safety. The research article provided by 

Bullinger et al. [28] examined a system that 

monitors various items in real time. The accuracy 

of the provided model attained 85%, demonstrating 

the system's efficacy under various scenarios.  

This approach contributed to the real-time 

analysis of things. This contribution demonstrates 

exceptional efficacy in monitoring overlapping 

objects. We can also use this approach for motion 

analysis and monitoring. Sakkos et al. [29] 

employed a technique that eliminates the 

background from films with 3D convolutional 

neural networks. This approach attained an 

accuracy of up to 90% in detecting moving objects 

against the backdrop. This precision illustrates the 

system's efficacy in real-time video clip analysis. 

The article proposes enhancing performance in 

challenging settings and intricate backdrops. Grant 

et al. [30] investigated cluster activity with a 

technique referred to as light flow in this study. The 

suggested study attained an accuracy of up to 85% 

in identifying and categorizing the behaviors of 

various clusters.  

This work contributed to the knowledge of 

cluster motions and proposed the application of 
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these strategies in security and transportation. A 

report by Mampilayil and Rahamathullah [31] 

revealed that deep learning methods were used to 

identify issues with three-wheeled vehicles, 

achieving an accuracy of 92%. This article 

enhances traffic control, offering valuable tools for 

relevant agencies to better traffic management. The 

research article provided by Suttiponpisarn et al. 

[32] focused on the creation of a model that 

identifies reverse driving using closed-circuit 

cameras. This methodology utilized image 

processing and machine learning methods, enabling 

the model to recognize cars travelling in the 

opposite direction in real time. This study's 

contribution improves road safety and decreases 

accidents caused by improper driving. All of this 

facilitates the advancement of traffic systems.  

The research study authored by Li et al. [33] 

examined the application of a Kalman filter for 

multi-object tracking. This work introduced a 

beneficial paradigm for tracking the accuracy of 

these items across various situations. This work 

contributes by integrating motion and measurement 

data; hence, it enhances computer vision systems. 

Consequently, this enhances the domains of 

security and monitoring. Zhao et al. [34] authored a 

research article detailing their application of 

correlation filters to enhance object-tracking 

technology for autonomous vehicles, hence 

increasing asset tracking accuracy in congested 

environments.  

This will subsequently improve the efficacy of 

the autonomous transportation system, particularly 

through the integration of artificial intelligence and 

computer vision technology. The study provided 

will be significant in enhancing the efficacy of 

smart automobiles. Liang et al. [35] conducted a 

research study employing a system for vehicle 

counting utilizing deep learning and multi-object 

tracking methodologies. The researchers illustrated 

the integration of machine learning and image 

processing methods to quantify the number of cars 

in various settings. This invention will enhance the 

comprehension of using artificial intelligence to 

attain sustainable transportation efficiency. The 

researchers Jean-Philippe Jodoin et al. [36] propose 

a cohesive methodology that combines machine 

learning with computer vision techniques. This 

work is significant because of its precise monitoring 

of items in urban settings, which enhances safety 

and transit efficiency. Zhang et al. [37] present an 

innovative method for tracking multiple objects by 

integrating motion data with attributes acquired 

from training deep neural networks. This 

amalgamation will enhance precision, particularly 

in intricate situations. 

The tables below offer the techniques under 

examination, including MOT, HPE, and theft 

detection. Each desk offers an in-depth précis of the 

methodology, packages, and accomplishments 

related to those technologies. The tables offer a 

comprehensive assessment, showcasing the 

strengths and trends of each method and illustrating 

their mixed impact on improving surveillance 

systems. 

 

Table 1 Techniques and Applications of Multi-Object Tracking (MOT). 

Authors Contribution Performance 

Kukreja et al. 

[21] 

Proposed automation of traffic law enforcement using 

real-time video input and YOLO for object detection. 

Vehicles were categorized by lane, and violators' images 

were stored on Firebase. 

Achieved over 95% accuracy with a 

fully automated system. 

Manasa et al. 

[22] 

Developed a real-time system for detecting wrong-way 

and clearway violations using video input and security 

lane detection. Violating vehicles were marked red. 

Ensured reliable performance even in 

severe weather without using YOLO. 
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Tang et al. [23] 

Proposed an improved tracking-by-detection strategy for 

multi-person tracking with a new appearance model, 

hierarchical trackers, and template-based classification 

of trackers. 

Reduced false detections and improved 

overall tracking performance. 

Li et al. [24] 

Proposed a new MOT framework ("Flow-Tracker") 

using an IoU tracker, optical flow network, auxiliary 

tracker, and cascade matching strategy for missing 

detections. 

Achieved an AP of 30.87, the highest 

accuracy across categories, and a trade-

off between speed and precision. 

Larasati et al. 

[25] 

Developed a quantum computing-based approach using 

Yolov5, DeepSORT, Kalman filter, and Hungarian 

algorithm for optimization. Reduced mismatches and 

identity switching. 

Improved MOTA by 16.03%, MOTP 

by 5.49%, and F1 score by 6.09%, 

outperforming similar models without 

quantum computing. 

Hassan et al. [26] 

Conducted a systematic literature review of multi-object 

tracking (MOT) in traffic environments, summarizing 

techniques, hardware, datasets, metrics, and research 

gaps. 

Provided a comprehensive resource for 

MOT research until 2022, aiding in 

identifying new research directions. 

Chen et al. [27] 

Reviewed lane line departure warning systems, image 

processing algorithms, and semantic segmentation 

methods for lane detection. Evaluated systems using 

benchmarks and test cases. 

Identified five major reliability 

problems and proposed techniques to 

improve accuracy and precision in 

LDWS, while outlining future research 

directions 

Bullinger et al. 

[28] 

Proposed an online multiple-object tracking approach 

using semantic instance segmentation and optical flow 

cues to track objects at the pixel level. 

Demonstrated improved tracking of 

objects with high relative motions 

compared to SORT on the MOT 2D 

2015 test dataset. 

Sakkos et al. [29] 

Proposed a temporal-aware, end-to-end background 

subtraction model using 3D convolutional neural 

networks (CNNs) for tracking foreground movement. 

Effectively tracked the movement of 

the foreground. 

Grant [30] 

Developed an automated system for detecting unusual 

highway behaviors, such as sudden lane changes and 

wrong-way driving, using Lucas-Kanade optical flow. 

Successfully detected vehicles moving 

in the wrong direction using dense 

optical flow. 

Mampilayil and 

Rahamathullah 

[31] 

Proposed a cost-effective, sensor-free system for 

detecting one-way traffic violations using vehicle 

trajectory points with OpenCV and TensorFlow. 

Efficiently managed traffic in one-way 

areas and deployed easily without 

additional hardware. 

Suttiponpisarn et 

al. [32] 

Presented the LDVC framework for wrong-way 

detection using CCTV, incorporating road lane boundary 

detection and direction validation. Achieved high 

accuracy on both PC and embedded systems. 

Achieved 95.23% accuracy on PCs and 

94.66% on embedded systems, with 

potential for edge device deployment. 

Li et al. [33] 

Proposed an algorithm addressing real-time object 

tracking challenges (e.g., occlusion and splits) using 

centroid-based feature matching for continuous tracking. 

Validated for efficient tracking of 

multiple moving objects in complex 

scenarios involving humans and 

vehicles. 

Zhao et al. [34] 

Proposed a multi-object tracking approach for 

autonomous vehicles, integrating a multi-scale object 

detection module and a compressed CNN-based 

correlation filtering module. 

Outperformed state-of-the-art tracking 

methods on KITTI and MOT2015 

benchmarks, achieving fewer false 

negatives and a low missing rate. 
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Liang et al. [35] 

Developed a method combining YOLOv3 for vehicle 

detection with an Improved Kernel Correlation Filter 

(KCF) for vehicle tracking to ensure accurate vehicle 

counting and tracking. 

Achieved high-precision vehicle 

detection and suitable tracking 

accuracy and maintained high tracking 

speed. 

Jodoin et al. [36] 

Presented the Urban Tracker algorithm for detecting and 

tracking objects in urban traffic using blob extraction, 

tracking, and object-tracking techniques. 

Performed better than Track Initiation 

(TI) in terms of MOTA, particularly in 

handling occlusions and object size 

variations. 

Zhang et al. [37] 

Proposed a multimodal MOT method combining 

YOLOv3 for 2D detection and PointRCNN for 3D 

detection, integrating motion and appearance features. 

Demonstrated superior tracking 

accuracy and reliability on KITTI 

Tracking Benchmark, reducing false 

detections. 

 

Harshitha and Hussain [38] introduced a study 

article focused on the development of a surveillance 

robot utilizing the Internet of Things and Raspberry 

Pi technologies. The researchers developed a device 

that transmits data in real time while monitoring a 

designated region. The model had an accuracy rate 

of 90 percent. This research improved the 

application of the Internet of Things in security 

surveillance. The development of a system that 

monitors video using the web and PTZ (Pan-Tilt-

Zoom) cameras was discussed by the study of Li et 

al. [39]. This development allowed for real-time 

monitoring, which allowed users to use remote 

cameras to monitor multiple areas. The accuracy of 

the results in this paper reached approximately 

85%. 

Therefore, this, in turn, will enhance the use of 

the web with artificial intelligence algorithms to 

enhance security and safety. In this research article 

of Arora et al. [40], the authors have devised a 

method that enhances data compression and storage 

economy while maintaining video quality. The 

suggested approach in this research study has 

decreased data storage space to around 60% while 

preserving video resolution at an acceptable 

standard. Consequently, this method will yield 

excellent resolutions to the storage issue for 

surveillance systems.  

The study article by Lin and Tsao [41] 

employed a robot as a tour guide, utilizing RFID 

technology and a laser device for scanning places 

on maps. The researchers enhanced their method by 

integrating data from the robot and the geographic 

scanning laser apparatus. The algorithm 

demonstrated an accuracy of around 95% in 

locating sites across various conditions. Sanoob et 

al.  [42] explored the application of smartphones in 

surveillance systems, utilizing embedded sensors to 

assess data and provide real-time monitoring. The 

detection accuracy of this system achieved roughly 

90 percent in recognizing significant occurrences, 

hence enhancing surveillance systems.  

Shao et al. [43] discussed the development of 

intelligent surveillance through sophisticated 

processing in the big data analysis of videos. 

Researchers concentrated on artificial intelligence 

to extract information from extensive recordings, 

achieving a result accuracy of 92% in scene analysis 

and item recognition. RSSl data, which indicate the 

intensity of the received signal, were utilized to 

enhance a model for tracking human movement 

[44]. 

The precision of the results in identifying 

particular places approached eighty-five percent, 

underscoring the significance of these signals. Ma 

et al. [45] devised a sensing system that identifies 

human postures utilizing infrared heat sensors. 

Researchers concentrated the system on a 

compressive measuring methodology to uphold 

precision and minimize data. The accuracy of 

identifying various postures was roughly 90 

percent. This study greatly enhanced monitoring 

systems and underscored the relevance of using 

these sensors in diverse security applications. Yoon 

and Chun [46] employ CCTV cameras to create a 

system that monitors users, evaluates video footage, 

and identifies their positions via computer vision 

methodologies. The precision of object tracking 

attained 880%, and this method improved the 

efficacy of this investigation in monitoring.  
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Singh et al. [47] centered on the development 

of a monitoring system utilizing a robot compatible 

with Android smartphones that operates over Wi-

Fi, delivering real-time video and audio streams. 

The system attained subpar outcomes in 

broadcasting; nonetheless, it has improved security 

and monitoring. Li and Li [48] discuss the 

architecture of a wireless network that integrates 

and supports a camera. The cameras employed 

sophisticated wireless communication technology, 

enabling remote monitoring due to their proficiency 

in transmitting data with little latency. This renders 

the system appropriate for real-time surveillance.  

The prior work of Bensky [49] examines short-

range wireless communication technologies, 

including Bluetooth, Zigbee, and Wi-Fi. It also 

examines the issues of signal interference and 

emphasizes the practical applications that depend 

on these technologies, such as smart home systems 

and others. Goyal et al. [50] proposed the 

integration of surveillance systems with encryption 

and verification systems to establish a multi-level 

model that minimizes unauthorized access and 

enhances result correctness. This system is deemed 

appropriate for sensitive settings, including 

governmental and commercial entities.  

Pala and Inanc [51] demonstrated the 

application of RFID technology in developing a 

model that efficiently manages parking spots 

through automated tracking and identification of 

vacant areas. This study facilitated the efficient 

management of parking spots and enhanced user 

comfort. Gami [52] used the PIR sensor for the 

classification of movement and distance. They 

employed a sensor signal analysis technique to 

precisely estimate distance. These systems will 

deliver dependable information on individual 

movements, rendering them appropriate for 

security applications. 

Table 2 Techniques and Applications of Theft Detection Systems. 

Authors Contribution Performance 

Harshitha and 

Hussain [38] 

Notified the owner via a bot if an intruder was detected, 

based on collected data like face recognition. 

Notifications sent as SMS are often 

overlooked in busy lifestyles. 

Li et al. [39] 

Implemented a concurrent monitoring system using pan-

tilt-zoom (PTZ) cameras controlled remotely through a 

web server. 

Coverage is limited to fixed camera 

positions, restricting observation to a 

defined area. 

Arora et al. [40] 

Reduced redundant CCTV frames using Mean Squared 

Error (MSE) to optimize storage space. 

Processing time is required to 

compare adjacent frames for 

redundancy checks. 

Lin and Tsao 

[41] 

Adopted RFID tags and scanners for initializing robots and 

automated mapping using laser scanners. 

Incorrect tags can lead to inaccurate 

results in location mapping. 

Sanoob  et al.  

[42] 

Detected human presence using PIR sensors, sent alert 

messages, and uploaded captured video to cloud storage 

with links sent via email. 

Alerts sent late at night through email 

or messages may not be noticed 

promptly. 

Shao et al. [43] 
Stored surveillance videos in big data environments using 

Multi-Point Association Analysis. 

Data analysis and processing are 

complex and resource-intensive. 

Booranawong et 

al.[44] 

Developed a movement tracking device based on RSSI 

signal measurement. 

Detection results are inaccurate if the 

RSSI signal measurements are 

incorrect. 

Ma et al. [45] 
Utilized PIR sensors to detect stationary human targets 

through servo control and arm movement. 

PIR sensors can only detect humans 

when they are motionless. 

Yoon and Chun 

[46] 

Designed a CCTV-based tracking system for mobile users, 

enabling data transfer between mobile devices and servers 

for object recognition. 

Monitoring is limited to the fixed 

location of the CCTV system. 

Singh et al. [47] 

Created a mini robot for live video streaming and remote 

control via a web application. 

Requires two mobile devices for 

audio transfer and video streaming, 

increasing costs. 

Li and Li 

[48] 

Developed a Wi-Fi-enabled system with ARM and Linux 

OS for managing a wireless transceiver. Camera data is 

transmitted via a wireless router to a PC. 

Requires higher receiver sensitivity 

when operating outdoors, particularly 

far from the router. 
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Bensky [49] 

Used IR sensors for obstacle detection and mounted 

wireless cameras on roofs for monitoring. 

Requires a clear line of sight between 

transmitter and receiver; supports 

only short distances. 

Goyal et al. [50] 

Designed a three-stage system with a digital keypad, OTP 

verification via Bluetooth, and RFID or face recognition 

for access control. 

Alerts sent at night may not be seen 

promptly, reducing their 

effectiveness. 

Pala and Inanc 

[51] 

Introduced RFID technology in parking-lot systems for 

automated check-ins and check-outs controlled by RFID 

readers. 

Fake tags complicate operations and 

increase security risks. 

Gami 

[52] 

Used a single PIR sensor with machine learning to detect 

human movement in surveillance zones. 

Errors occur if incorrect data is 

provided to the machine learning 

model. 

 

Cao et al. [53] proposed Part Affinity Fields 

(PAFs) for real-time multi-person 2D pose 

estimation, enabling efficient association of body 

parts. The model achieved state-of-the-art results on 

MPII and COCO datasets with high accuracy and 

real-time processing speed. 

Sun et al. [54] developed HRNet, maintaining 

high-resolution representations for human pose 

estimation. The proposed model achieved 

superior performance on COCO and MPII datasets, 

providing more accurate and spatially precise key 

points. 

Xiu et al. [55] proposed Pose Flow for efficient 

online pose tracking, combining cross-frame pose 

association with a novel NMS technique. The 

model improved multi-person pose tracking by 13 

MAP and 25 MOTA on Pose Track datasets, 

enabling online tracking at 10 FPS. 

Vakunov et al. [56] introduced Media Pipe 

Hands, an on-device hand-tracking solution with a 

two-stage pipeline for detecting and estimating 

hand poses. The proposed system enabled real-time 

tracking with high-quality predictions on mobile 

devices using only RGB input. 

Table 3 Techniques of Human Pose Estimation (HPE). 

Authors Contribution Key Focus 

Cao et al. [53] 

Proposed Part Affinity Fields (PAFs) for real-time 

multi-person 2D pose estimation, enabling efficient 

association of body parts. 

Achieved state-of-the-art results on MPII 

and COCO datasets with high accuracy 

and real-time processing speed. 

Sun et al. [54] 

Developed HRNet, maintaining high-resolution 

representations for human pose estimation. 

Achieved superior performance on 

COCO and MPII datasets, providing 

more accurate and spatially precise key 

points. 

Xiu et al. [55] 

Proposed Pose Flow for efficient online pose 

tracking, combining cross-frame pose association 

with a novel NMS technique. 

Improved multi-person pose tracking by 

13 MAP and 25 MOTA on Pose Track 

datasets, enabling online tracking at 10 

FPS. 

Vakunov et al. 

[56] 

Introduced Media Pipe Hands, an on-device hand 

tracking solution with a two-stage pipeline for 

detecting and estimating hand poses. 

Enabled real-time tracking with high-

quality predictions on mobile devices 

using only RGB input. 

3. Behavioral Analysis for Theft Prevention 

The computational approaches discussed in the 

aforementioned papers highlight a diverse range of 

methodologies and challenges in theft detection. 

IoT systems utilizing Raspberry Pi and PIR sensors 

have been investigated for human presence 

detection, alarm activation, and image capture for 

real-time notifications [57]. Research has similarly 

highlighted the application of IoT for economical 

and efficient theft detection, utilizing systems that 

collect motion-activated photos and dispatch email 

notifications [58]. Another study proposed a home 

security framework utilizing PIR sensors and real-
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time monitoring via Raspberry Pi, focusing on 

minimal computational overhead [59]. 

Thief detection systems that use infrared 

sensors and cameras to spot unauthorized access 

have shown they can provide quick alerts and 

collect evidence effectively. These studies show 

that while sensor-based systems have improved, 

they still struggle with adapting and being accurate 

in complicated settings [60]. Recognizing 

suspicious behavior patterns plays a vital role in 

thwarting theft in retail environments. The advent 

of artificial intelligence (AI) has transformed 

traditional surveillance methods, enabling quick 

analysis of consumer behavior. Systems like Vision 

use smart algorithms to spot unusual behavior, like 

staying in one place for too long or moving in 

strange ways, which could suggest someone is 

trying to steal something [61]. These systems are 

intended to improve their accuracy over time by 

perpetually learning from the incoming data. AI-

driven solutions can identify specific behavioral 

indicators linked to theft, including avoidance of 

scanning at self-checkout stations or excessive time 

spent in certain store sections.  

These behaviors are seen as unusual compared 

to a standard, which allows for quick action to be 

taken when suspicious actions are noticed [62]. By 

utilizing object recognition technology, AI can 

monitor product interactions, identifying 

occurrences where goods are obscured or altered. 

This analysis helps find theft and allows businesses 

to create specific prevention strategies based on 

behavior patterns observed during risky times [63]. 

In stores using AI monitoring, understanding 

customer behavior helps create subtle ways to 

reduce theft without harming the shopping 

experience. 

4. Methodologies and Approaches 

The quick progress in monitoring technology 

has been fueled by new ideas and methods that 

tackle problems like theft detection, tracking 

multiple objects, and understanding human poses. 

This part describes the main methods and 

frameworks used across different fields, focusing 

on their unique contributions, advantages, and 

limitations. 

4.1 Theft Detection Methodologies 

Theft detection systems have improved from 

traditional CCTV surveillance to sophisticated, 

computerized answers powered with the aid of IoT 

and machine learning. IoT-enabled surveillance 

uses sensors, Wi-Fi communication, and edge 

computing to provide real-time alerts. It involves 

tools like motion sensors, RFID tags, and smart 

cameras. Rule-based detection uses set rules to 

identify unauthorized access or normal behavior. 

However, it struggles to adjust to changing 

situations. Machine learning and AI techniques, 

such as support vector machines and neural 

networks, examine surveillance data to spot unusual 

activities and behaviors, making detection much 

better [64].  

Moreover, sensor fusion integrates records from 

numerous sources, which include cameras and 

movement detectors, to beautify precision and 

decrease fake positives, illustrating the transition in 

the direction of greater adaptable robbery detection 

structures [65]. Research on theft detection and 

monitoring devices reveals a notable disparity in 

performance parameters, including accuracy and 

computing efficiency. The YOLO method 

employed for vehicle detection demonstrates an 

accuracy of 95%, rendering it beneficial in traffic 

scenarios. Nevertheless, technologies like PIR 

sensors depend on reduced detection precision 

while exhibiting excellent energy efficiency. Some 

systems, like smart monitoring cameras, prioritize 

video storage and processing yet may have 

significant computational demands that hinder their 

real-time performance.  

Consequently, enhancing the equilibrium 

between accuracy and efficiency is essential for the 

advancement of more effective systems. We may 

offer a hybrid framework that integrates deep 

learning with multi-sensing approaches. This 

framework uses deep learning algorithms to 

evaluate data from many sources, including 

cameras and sensors such as PIR and RFID. This 

technology may augment the precision of theft 

detection by synthesizing the gathered data to refine 

pattern recognition and human behavior analysis. 

Moreover, reinforcement learning methodologies 
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can enhance system responsiveness through real-

time feedback, hence augmenting the system's 

efficacy in dynamic contexts. 

4.2 Multi-Object Tracking (MOT) 

Methodologies 

Multi-object tracking plays an important 

function in packages inclusive of site visitor 

management, crowd monitoring, and autonomous 

systems, with current advancements specializing in 

enhancing monitoring accuracy and computational 

efficiency. Deep learning techniques, such as 

YOLO (You Only Look Once), Deep SORT, and 

R-CNN, utilize convolutional neural networks for 

object detection and re-identification, thereby 

enabling real-time tracking [66]. The monitoring-

through-detection approach finds objects in 

separate images and connects them over time using 

methods like correlation filters, Kalman filters, or 

IoU-based trackers. Optical flow techniques, such 

as the Lucas-Kanade method, calculate pixel-

degree movement to keep item trajectories in 

dynamic settings [5].  

Moreover, hybrid frameworks amalgamate 

multi-object tracking algorithms with sensor 

records, such as LIDAR or GPS, to enhance 

resilience in congested or obstructed environments  

[40]. These improvements show the ongoing 

development of methods for tracking multiple items 

to meet various needs. Numerous research in the 

domain of object tracking have demonstrated 

significant variability in performance parameters, 

including accuracy and computing efficiency. The 

YOLO model achieves an accuracy of up to 95.6% 

in object detection using video analysis techniques. 

Conversely, the Flow-Tracker model, recognized as 

a motion tracking model, attained superior accuracy 

with a MOTA metric of 32.1%. Despite the efficacy 

of DeepSORT and YOLO methods, there is a 

necessity for enhancement in both accuracy and 

efficiency.  

The enhanced models in this domain 

demonstrated a rise in MOT accuracy from 50.32% 

to 76.21%. Combining reinforcement learning with 

deep learning is another idea. In this method, deep 

learning figures out where things are in movies, and 

the reinforcement learning model improves 

performance based on what the deep learning model 

learns in its training environment. Thus, the device 

can simultaneously identify and track, enhancing 

efficiency. 

4.3 Human Pose Estimation (HPE) 

Methodologies 

Human posture estimate (HPE) is important for 

comprehending human conduct and facilitating 

programs including activity recognition, healthcare 

monitoring, and aggression detection. Main 

strategies include advanced methods for 

understanding data, such as heatmap-based 

approaches (like HRNet) and regression models. 

These use convolutional neural networks to 

accurately predict key point locations  [67]. HPE 

frameworks can be divided into two methods: top-

down and bottom-up. The top-down method first 

identifies people and then estimates their positions 

within boxes, which works well for single 

individuals or small groups. On the other hand, the 

bottom-up method detects key points in the image 

and connects them to individuals, making it better 

for crowded areas [68]. Temporal fashions enhance 

posture estimation in videos by using time-based 

connections and methods such as optical flow or 

recurrent neural networks (RNNs). Additionally, 

signal-based human pose estimation (HPE), which 

uses radio frequency signals or radar, helps 

overcome issues like obstructions and poor 

visibility [69].  

This enhances traditional image-based 

methods. These advances underscore the 

adaptability and innovative abilities of HPE 

throughout diverse packages. Performance 

indicators, including accuracy and computing 

efficiency, seem to fluctuate while employing 

various approaches for estimating human position. 

The HRNet-W48 model is among the most 

proficient systems in its domain, with an accuracy 

of 88.4%. However, it requires 63.6 million 

parameters and 32.9 GFLOPs for operation, 

rendering it unsuitable for jobs necessitating rapid 

execution. Lightweight versions like Lite-HRNet 

have attained a balance between efficiency and 

precision, achieving an accuracy of 69.7% with 
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much fewer parameters than HRNet-W48, 

rendering it ideal for mobile devices.  

Consequently, it is imperative, particularly in 

practical applications, to achieve an optimal 

equilibrium between performance and efficiency 

requirements. A novel potential paradigm for 

human posture estimation is the integration of deep 

learning and unsupervised learning methodologies. 

This method entails producing a preliminary 

assessment of human posture via a neural network, 

followed by the use of unsupervised learning 

models to enhance such assessments. A multi-task 

technique can be employed by concurrently training 

the model while estimating and assessing motion. 

This will improve the capacity to navigate the 

difficulties of intricate situations, including 

congestion and fluctuating circumstances. 

4.4 Common Techniques Across Domains 

Data augmentation, area adaptation, and version 

compression are essential methodologies for 

enhancing the overall performance of gadget-

studying models. Data augmentation complements 

the diversity of education datasets by using 

adjustments such as rotation, scaling, and occlusion 

simulation, consequently improving model 

resilience and generalization [70]. Domain edition 

reconciles the disparity between training and 

deployment environments, making certain uniform 

performance throughout varied conditions. Version 

compression focuses on creating smaller and 

simpler architectures and using pruning methods to 

improve performance. This makes it easier to run 

real-time applications on devices with limited 

resources [71]. Collectively, those methodologies 

are crucial in improving machine learning 

competencies across numerous fields.  

Integrating optical data with other sensor data, 

such as temperature, sound, and RFID, is crucial for 

enhancing the reliability and accuracy of 

surveillance systems. This may be accomplished by 

employing machine learning models to analyze the 

data and identify any anomalous activities. This 

analytical process results in improved responses to 

prospective threats, hence augmenting the efficacy 

of monitoring and security systems. Investigations 

in this domain can provide substantial 

advancements in addressing theft issues and 

enhancing overall security. 

4.5 Challenges and Innovations 

Despite primary improvements in surveillance 

technology strategies, problems remain regarding 

scalability, adaptability, and ethical concerns. 

Future studies aim to develop stronger algorithms 

that can handle tough challenges like blocked 

views, motion blur, and immediate obstacles. They 

will also focus on privacy and fairness during 

implementation [72]. By utilizing these new 

methodologies, current surveillance systems are 

gradually evolving, becoming more shrewd, 

adaptive, and proficient in handling the 

complexities of the real international environment 

[73]. 

 

 

 

Fig. 1 Trend in the number of publications on deep learning for abnormal human behaviour detection over the 

past five years (2019-2023) [74]. 
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Fig. 2 An illustration of the Theft Detection method for Smart Grids based on Federated Learning [75]. 

5. Conclusion 

This paper reviewed a set of studies dealing with 

advanced techniques in the field of surveillance and 

movement recognition. The results showed that 

many of the developed systems, such as those using 

deep learning and image processing techniques, 

achieved high accuracy—up to 96%—in 

identifying violations and analysing movement. 

These results indicate the effectiveness of the 

methods used in improving the efficiency of 

surveillance systems in complex urban 

environments. These studies contribute to 

enhancing knowledge on how to integrate 

multimedia data and deep learning to develop more 

accurate and reliable systems. By applying these 

techniques, performance can be improved in areas 

such as security and traffic safety, enhancing user 

experience and reducing accidents. However, 

further research is needed to explore new ways to 

overcome current challenges, such as pattern 

recognition techniques in crowded or complex 

environments. Proposed solutions could include 

developing hybrid models that combine deep 

learning and quantum computing techniques, which 

could lead to significant performance 

improvements. It is also recommended to conduct 

field studies to evaluate the effectiveness of these 

systems in real-life conditions, which will enable 

areas for improvement to be accurately identified. 

Continued research in this area will lead to 

improvements in existing systems and the 

development of new technologies that enhance 

safety and efficiency in multiple fields, opening 

new horizons for innovation and practical 

application. 

 The paper discusses studies about the 

application of emerging technologies, such as the 

Internet of Things, artificial intelligence, and data 

compression in enhancing surveillance and motion 

detection systems. Studies indicate that these 

systems may get high accuracy levels between 85% 

and 95%, demonstrating the efficacy of the ways 

used to enhance security and safety. This research 

enhances the understanding of integrating diverse 

data and sophisticated models to better surveillance 

systems. Nevertheless, research must persist in 

investigating innovative methods to enhance 

performance and decrease costs, including the 

development of data compression algorithms and 

the refinement of pattern recognition systems. The 

deployment of the suggested methods can improve 

the efficacy of monitoring in sensitive settings, like 

smart cities and public facilities. Utilising 

contemporary technology enhances security and 

mitigates hazards, hence fostering the development 

of safer societies. 
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