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Abstract

Our focus in this paper is to study the behaviour in the limit of the discrete
classical optima control problem including partid differential equations of
nonlinear hyperbolic type. We study that the discrete state and its discrete

derivative are stable in Hilbert spaces Htl)(\l\o and L2(V\0 respectively. The

discrete state equations containing discrete controls converge to the continuous
state equations. The convergent of a subsequence of the sequence of discrete
classical optimal for the discrete optimal control problem, to a continuous classica
optimal control for the continuous optimal control problem is proved. Finally the
necessary conditions for optimality of the discrete classical optima control
problem converge to the necessary conditions for optimality of the continuous
optimal control problem, so as the minimum principle in blockwise form for
optimality.

Keywords: Optima Control, Nonlinear Systems, State Constrains, Classical
Controls, Converges, Stability.
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Introduction

The behaviour of the discrete
classica optima control problem is
very important. Since it tell us that
the discrete form for the continuous
classica optima control is suitableto
use this discrete form or not. This
importance leaded many researchers
have studied about the behaviour in
the limit of discrete optimal control
problem involving ordinary
differential equationsasin[1],[ 2],
[ 3], and [4]. For these causes we
deal with in this work the study of
the behaviour for the discrete
classical optimal control problem. i.e.
we prove that the discrete classica
optima control problem of a
nonlinear hyperbolic partial
differential  equations which is
studied in [5] converges in the limit
to the continuous classical optimal
control problem of a nonlinear
hyperbolic partial differential
equations which is studied in [6].
Therefore we describe in the first two
sections some forms, assumptions,
and results which were obtained from
the study of the continuous and the
discrete classicd optimd control
problem of a nonlinear hyperbolic
partial differential equations.
We study first the stability of discrete

state in the Hilbert spaceH (1)(\/\0 and
its discrete derivative in the Hilbert

space L2(V\o. Then we show that
the discrete solution of the weak
form state equations (in the discrete
optima control problem) converges
in the limit to the solution of the
weak form state equation (in the
continuous optimal control problem).
We prove that a subsequence of the

sequence of discrete classical optimal
control

sequence  of

for the discrete optima control
problem then the limit
subsequence  is

for the continuous optimal control
problem, so as

optimality.
1. Description of the Continuous
Classical Optimal Contral
Problem:-

In this section, some forms, and
results (which will need their in this

paper) of the continuous classical
optimal  control  problem  of
nonlinear hyperbolic partial

differentid equations (CCOCP) are
described which studied by [6]. We
begin with the weak form of the

continuous state equations  of

nonlinear partia differential
equationsis

<Y v >+a(t y.v)

=(f &, y®.u®).v) (D)

y(OIV,"viVv aeonl

y©=y° in w, L@
1.

yi (O =y~ in W )

where Wi RY be an open and

bounded region with Lipschitz

boundary G=1w, and let

| =(0T), O<T <¥, Q=W I.
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problem (for the discrete
control problem) converges in the
limit to a classi cal optimal control for
the continuous control problem. Also
we prove if a subsequence of the
discrete admissible
classical controls which satisfy the
necessary conditions for optimality

of this
an admissible
classical control which satisfies the
necessary conditions for optimality

the minimum
principle in blockwise form for
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The operator a(t,.,.) is the usud

bilinear form which is symmetric and
satisfies  the following  elliptic

conditions for some a130,

a,30 "vwiVandtl |,

2
a(t,v,v)3 a1||v||1 ,
and

[attv w)|£ap|vfgwly.

and the function f is defined on
Q" R"U, continuous w.r.t.(with

respect to) x,t, measurable w.r.t.
y & u,and it stisfies:-
If (x,t,y,u)|£ F(x,t)+Db]|y|,

where (x,t)T Q,y,ul R, and
FI1 L’°@Q)

If (x,t,y,u)- F(xty, U
ELY,- V.|,

where (x,t1)T Q, y,,y,,ul R.

We denote by |.| the Euclidean
normin R", by ||||¥ the norm in
L¥ (W), by (.,.) and ], the inner
product and norm in L*(W) , by
(..), and |.|; the inner product and

norm in Sobolev spaceV =H (W),
by <.,.> the dudity bracket between

V and its dua V *, and by ||||Q the
normin L*(Q).

The set of classical controlsis
ulw Wi L*@Q),where

W ={ul L*@Q)|u(x,1) U, aeinQ}
,where U is a compact and convex

subset of RY (usually
v =2),

v=1 or

The continuous classical optimal
control problem (CCOCP) is to
finduT W , such that

G,(u) = minG, ()

whereW, ,is the set of admissible
control whichis defined by:
W =

A

{uTW"|G,_ u)=0,(" 1EmE p)
GCmWwE£0,(" p+1£mE£Eaq)}

G, (u) isthecost functionand G, (u)

are the constraints on the state and
control variables y and U which are

defined by

G,u)=

Q9. (.t y (X, 1), u(x, ) dxalt
foreach m=0,1,...,q

where y =y, is the solution of (1-

3), for the control u . This solution
proved exist and unique [6].

The existence of a continuous
classical optimal control proved in
[6], under the above assumption,

with W, * f | and the function g,
(m=01,..,Qq) is defined on
Q R U, measurable for
fixedy and u, continuous for fixed
(x,t) and satisfies

|gm(X’t’y’u)|£Gm(X’t)+gm yz’

"(x.ty.ul Q, G, T L*Q),
9,30
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The adjoint-state f =f,
y =y,) equations for each
viV ,ae inl  saisfy (with
drooping the indexm) :-
<f,v>+a(t,v,f)
=(ff, t y®)u)

+gy (X,t,y (1), u(t)).v) ... (4)
f(x,T)=f.(x,T)=0 .. (5
While the Hamiltonian H which is
defined by
H(x,t,y,z,u)=ff(xt, y,u)

+g(x,t,y,u)

for u,ud@W the directional

derivativeof G isgiven by
DG (u,ut u)

= QHu(y,z,u)(uG‘- u)dxdt

(where

Hy(y,z,u)=Hy(x,t,y,z,u)
with y ,zand uare functions of
Xandt.

The necessary conditions  for
optimality is obtained when u | W is
an optimal classical contral, i.e.

there exist multipliers | TR

’m:’L21---1 p’l m 8 0’

m=p+1..,q, 1,30, with
§_|Im|:1,suchthat
m=0
q
a!.DG, (uutu)30, ..(6
m=0

for each uf W
and
| G (u)=0, . (7)

foreachm=p+1,...,q

which are equivalent to the (weak)

pointwise minimum principle
[ff,(x.t,y,u)

+g, (X, 6y, u)Ju(x,1)
=MLn[ffu(x,t,y,u)

+g, (x,t,y,u)Jukx,t) ....(8)

2. Description of the Discrete
Classical Optimal Control
Problem: -

In this section some forms,
assumptions, and results (which will
need their in this paper) of the
discrete classical optima control
problem of a nonlinear hyperbolic
partia differential equations
(DCOCP) are presented which
studied by [5]. We begin with the
operator af(t,.,.) which is supposed
independent ont . The region Q is
divided into subregions

Q, =S" 1], where{l '}'"* bea

subdivision of the interval | into
N (n) intervals, where
=[] of equal

lengthsDt =T /N , and {S"}"\” be
an admissible regular triangulation of
\TV, for every integern .

Let V, 1V =H: (W) be the space
of continuous piecewise affine inW.

Let W' be the set of discrete
(blockwise  constants)  classicd
controls (piecewise constants
classical controls), i.e.

W"={w=w"1l W|
w(x,t)=w, inQ,}
The discrete state equations, for each

viV, ad j =0,1,..,N -1is
written in the form

PDF created with pdfFactory Pro trial version www.pdffactory.com
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(ZF+1 - Z?,V)"' Dt a(yF+1'V)

=Dt(f (t,y ., U)V), (9

Yia- Yy =Dtz],, ...(10)
(Yo.v)=(y°,V), ..(12)
(Zo V) =(y'v), ...(12)

where y°TV , y*'1 L} (W) are
given, and yj”,zj”T vV, , for

j =0,1,..,N , andthefunctionf is
defined on

ST W (i =12,..,M )

i i

continuous w.r.t. yj”, ujn and
satisfies:-

|f (x.t" Y0, U £ F () +b]y
for O£Ej EN-1,and x| W
and

Oty ) - FOt )
EL|Y - Y]
forOEjEN-1,and x| W
where,F, (x) =F (x,t")T L*(W),

and L is the Lipschtiz constant for
any j. The discrete classical

optimal control problem is to find
u"Tw,", such that
Gy(u")= minGy (")
wTw,
where w,| is the set of all discrete

admissible classical controls for the
discrete optimal problem given by

N_; NiywN.l~N, N n
WA ={u’'1IW .‘Gm(u )‘Eelm
for (LEm £ p),

n
j+1

n,n n
Gm(u )EeZm,(p+1£m£q)}

n

where e and e; ae given
numbers, tend to zero as n goes to

infinity. G, (u") is the discrete cost,
and G (u")is the discrete

congtraints on the control u"T W ",
and the discrete state which are
defined by

Ghu") =
No-l

Dta ng(x,tj”,yj”+1,uj”)dx
j=0

foreach m=0,12,...,q

The existence of a discrete classical
optimal control is obtained under the

above assumptions, with W, 1 f |
W "is compact, and the function
gn(x,tly),ul), for exch
(m=01..q) is defined on
Wil st'w', ("i=L.,M&
"j=01..,N), continuous w.r.t.
uj”and ujn for fixed xand j,
measurable w.rt. x for fixed
yjn & ujn , and satisfies

£

gn (Xt y],ul)
G (x)+g,,(y])

,"xT W, j=01.,N

where, Im 30, j=01.,Nand
G (x)=Gh(x,tHT L*W).

The general discreteclassica adjoint
state fo=f"=0 ),
(with drooping the index m) is given
by (for j =N -1N - 2,...,0):

®F+1_y F,V)"‘Dtad: F,V)
— n n n
=0t My (v, puM
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+gy (yF_'_l,u?),V) ’V T Vn

..(13)
fr -f"=Dty", . (14)
fr=y"=0, .. (15)

where f'y"TV , for each
i =01..,N

The directional derivative of G is
given by

DG"(u",u¢-u")=

N-1
DUA (HI (" y o f " u),du)

j+1
j=0

..(16)
whereu" u¢Tw", du’ =uf-u’,
and the discrete Hamiltonian H "is
defined by
H"(x,t],y}..f],ul)
=10 (Gt YL, )
+g”(x,tj”,yj”,uj”) ,j =01..,N-1

The necessary conditions for
optimality is satisfied if u"TW" is
an optimal classcal control of the
considered problem, W " is convex,
then u" (classica weskly) extremal,
i.e. there exists multipliers! "T R,

(for each m=0,1...,q) withl ;3 0,
and 130
( for m=p+Lp+2..q) sisfy

5 | "|=1, such that

m=0

4]
a!'DG"u",u¢-u")3 0, .(17)

m=0

n u]@’l‘wn

and
| [Ga(u")-e ]1=0, -.-(18)
foreachm=p+1p+2..,q,

where

n_g ngn n_g nn
fj —almfmj,and g, =al.g.

m=0 m=0

q
inthe definitionof H" =g H".

m=0

If w" has the form
W" ={ut=uf:u¢iu,
j=01.,N-1
withU 1 R, then the above relations
are equivalent to the following

minimum principle in blockwise
form (for each j =0,1,..,N -1, and

i =1,2,...,M):
@ 7F, (Y Lt + G0 (Y] ) );
:EQTiL?(f infu(yjnﬂ’ujn)

+gu”(yj”,uj”),u¢)Tl, ....(19)

3. Stability:-

In this section we study the stability
of the discrete state solutions and its
discrete derivatives for the discrete
state equations in weak form by the
following lemma.

Lemma3.1:-

For every discrete control u” T W ",
if Dt issufficiently small, then

Iyi[; £ and fz7]; £c.
foreach j =0,1,...,N

n
Z,

2
£c

1

N1

n n
a ||yj+1- yj
i=0

and
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No-l n n 2 n 2 Io-l n n 2 n 2
a|zj+1-zj O£C b|ZI O+ba|zj+1_zj 0+b|y| 1
j=0 j=
where cdenotes to the various St W2 e llonl L oay |l ool
constants. +bao|yj+1_ Yil, EllZof, *= (Yol

-

-1
Proof: - S NNy o0

o ' +a De(f 'y, u'), z5.,) - (2D)

Subdtituting v =2z}, in (9), j=0

rewriting the first term in the L.H.S.
(left hand sde) of the obtained

equation by another way, i.e.
2 2 2

From the assumptions onf , and by
using the Cauchy-Schwarz inequality

[7] we get

|ZF+10_ Z? 0+|ZF+1- Z? 0
+Diay], z).,) = [GRCTIO R4 ¥
Dt(f (], y . \), Z.,) ..(20) £||Fj ||z +b||yj”+1 12+6| 2", z, (22
. whereb =b +1
Since
(Y- Y Yia- Y= But
2 n n no 12 n 02 a2
(Dt) a(zj+1,zj+1) ||yj+1 ) :2||yj+1_ Y, 1+2| y! ,
and
and
a(Y e Y1) - &Y YD = |z” “=ofzn -z 2+2|z? :
i+l j+1 illo iflo

- (Dt)za(Z:ﬂ’ZFﬂ) + 2Dta(y I;+1’ Z?+1)
then
Dtay;,.,z}.,)=
Flaly i yia) - ayy. vy

+a(y - Vi Yia- V)
Now, substituting this equality in the
L.H.S. of (20), then summing both
sides of the obtained equation, for
j=0, to j=1-1, using the
assumptions on the operator a(.,.),

set b=min(1,%) in the obtained

Substituting these equalities in (22),
we have

£

I (v}, 2],
[R5+ 20 vy v

2+2k7|
0

"+ 2b|
1

n 2
Yill,
n n
™ 2

+25| z

2
0

n
Z

Now, set ¢ =max(b,b) substituting
this inequality in the R.H.S. (right
hand side) of (21), one obtains

2 6t 2
equation, we get b|z,n O+(b— th)é_|zj”+1— z] .
i=0
n 2 Idl n n 2
+b|y| 1+(b_CDt)a|yj+1_ yj L
j=0
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Ezal + s +IFLE
. 2 6! 2
+chtg |yl” _+chtg | z] 0..(23)
j=0 j=0

Now, with Dt <b/c, the 2 and the
4" terms in the L.H.S. of (293
become positive, and on the other

2 n 2 2
o’ ||y° 1’ &”F”Q
are bounded from the projection
theorem and the assumptions on f ,
then using the discrete Gronwall's
inequality [5], we get that
n 2

| yi|, £c.

where cdenoting for
constants

hand we have |

n
ZO

n

2
z +|
0

various

b
by £ cand |

arbitrary index |
Then

ilec |
i=01..N
p

z/ EEC, for any

2
n
z, O£c, for any

N

2 o_l
+tha|
j=0

2
n

Z
Ilo

1

l\é’-l
cDtg [y;
j=0
£2cDtN =2cT =C

Now, by substitutingl =N , in both
sides of (23), using the last results,
we obtain that al the terms in the
RH.S. of (23) are bounded, and
withDt <b/c, the 1%, 2™ and the 3¢
terms in the L.H.S. of (23), become
positive, and we get

n

N-1

o} n

a ||yj+1- Y,
i=0

£ ..(24)

by the same above way, we can get
also that

N-1
o
al

i=0

n n

in” 2

z “£c ...(25)

4. Convergence: -

In this section we study the behavior
of the discrete classical optimal
control problem in the limit, i.e. we
study the discrete classical optimal
control problem and its main results
which were considered in section 3
of this paper converge to the
continuous classical optimal control
problem and its main results were
considered in section 2 of this paper.
First we state the following control
approximation lemma

Lemma4.1:-

For every control u"TW", there
exists a sequence of {u"}in W",
such that u” ® ustrongly in L*(Q)
(for prove seg[8]).

Now, before indulging in the details,
itis necessary to define the following

functions amost every where on I,
as

y'®)=y tT 1", "j=01.,N,
ylt) =yl 1],

"j=01.,N -1,
z"(t)y=2z,tT1","j=01..,N,
z)(t)=z],tT17,

"j=01..,N -1,

y . (t) :=the functions which is affine
on each Ij”,such that

y. )=y, for each
j=01..N.
and
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z. (t) :=the functions which is affine
oneach | j” , such that

z\(t]) =z} for each
j=01..,N .
Theorem 4.1:-

If u ® ustrongly in L2(Q), then
the corresponding discrete state y ",

yr, A converges  strongly
inL’Q),asn® ¥.
Proof:-

From lemma 3.1, we got for any
j =0,1,..,N , that

n 2 n 2
|yj 1£c and |zj O£c
2
which  give that | "
9 y. Lavy’
n 2 | n 2 | n 2
|y+ L2ay)’ Ya ayy’ z. L2@Q’
2 2
zl|, ,and|zAn , _ arebounded.
L’(Q) Q)

From the inequalities (24) and (25),
when Dt ® 0, we get that

y'-y"® 0, strongly in L*(1 V),
thenin L*(Q),

and

z"-2"® 0, grongly in L*(Q)
which give clearly that

y'-y'® 0, srongly inL*@Q),
and z!-z!® 0,
L°@Q).

Therefore by using Alaoglu theorem
[9] there exist a subsequences of

{y’}. {y:}, {y}say agan {y},
{y™}, {y.} (same notation) which
converge weakly to some yin

L’(0V), and there exist a
subsequences of {z"}, {z]},

strongly  in

{z'}say again {z7}, {z]}, {z}
(same notation) which converge
weakly to some z in L*(Q), i.e.

y'®y, y/®y, y'®y
weakly in L*(1 V)

and z"®z, z!]®2z,2z2,®z2
weakly in L*(Q)

Now, by using the Aubin
compactness theorem [10, P.271],
there exists a subsequence of

{y.}say again {y }(dso same
notation) which converges strongly
to the same yin L*@Q), i.e
y! ® y strongly in L*(Q), and
then

y'"® y srongly in L*@Q), and

y" ® y stronglyin L*(Q)

Now, let V _(for each n) be the set

of continuous and piecewise affine
functions in W. By using the
approximation of Galerkin [9], let

{V.}._ beasequence of subspaces of
V , such that for eachv iV , there
exists asequence{v }, withv TV, ,
"n,and v, ® vstrongly inV (by),
hencev ® v strongly in L*(W) (this

sequence is the continuous piecewise
affine interpolation of v with respect

to the subregions S"). Let
z(@t)1 C?[0T], such that
zT)=z)=0, z(©)*0, and

z€0)1 0, and let z"(t)be the
continuous piecewise interpolation of
z@E)wrt I]. Set w=vz(t), ad

w" =v z"(t), with
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w'i=v iz ()t 1],
j=01.,N-1,v TV,
wl=vz @) .el 1),
j=0L.,N-1,v TV

wl=vz (@), tT 1, v TV,

Now, by substitutingv =w [, in (9),
summing both sides of the obtained
equation for j =0to j =N -1, we
get

o d ()

i=0

N-1
o} n n
+Dta a(yj+1’Wj+1)

j=0
No-l
:Dta (f (tj vyj+11uj )1Wj+1)
j=0
which can be written in the form

n

Q (@)w )t +a(y! w) et

=Q(F @yl un)w )t

Bu using the discrete integration by
part formula on the 1* term in the
L.H.S. of this equation, it becomes

T T
- (@ w9t +Jaly? wl )t
= Q(F @yl u)wl)dt+

+(zgv,)z(0) ....(26)

From (10), we have

y. -y’
— )=z
( - )

+

b
((yh)bv)z ¢= (2] v)z ¢

Integrating both sides of this equality
fromt =0, tot =T, then using
integrating by parts for the term in
the L.H.S. of the obtained equation,
we get

- Q02 v)z &t
= Q@] v)z &)t
+(y,,v)z€0) ...(27)

Since

2"t)® z(t)inC (1)l L2(1)U

v, ® v srongly in L2(I V) : b
. /

v, ® v grongly inL* (W) b
iw"=v z"® vz =w stronglyin L*(1 V)

i
jw; =v,z! ®vz =w stronglyin L’'Q)

I
iv,z"(0)® vz (0) stronglyin L’ @Q)
}(Wj‘)(t:vnz ¢ ® vz ¢=w GtronglyinL>( V)

On the other hand, we have

t" ® t strongly in L¥(1),
z",2"® z weaklyinL*Q),

y., ¥y, yl ® ystrongly in L°@Q),
y'y"® yweakly in L*(1V),
ys ® y° strongly inV (from the
projection zZ'® y!
srongly in L*(W) (from the
projection theorem), and
u" ® u strongly in L*(Q).

theorem),
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From the above convergences, and
the assumptions on the functionf ,
we can passage to the limit in (26) &
in (27), to get

- QT (z,v)z €t +QT a(y,v)z dt

= (t.y,u).v)z dt

+y'v)z(0)  .(28)
and

- (v v)z Gty =

Q @)z &)t +(y°,v)z 40)
.(29)

Now, we have the foll owing cases:-
Case |:- Choose z 1 C*[0,T], such
that z(0)=z%0)=z(T)=z4T)=0
Substituting  z§0)=0in  (29),
integrating by parts the obtained
equation, we get

(\5 (y.,v)z &t)dt = (5 (z,v)z &t)dt
p yt =7

Substituting z =y,in (28), using
z(0) =0, integrating by parts the
obtained equation, we get

(‘5 (y,.v)zdt +(‘§ a(y,v)z dt

= (‘5 (f (t,y,u),v)z dt -(30)

b

(Yoo v)+aly,v)=(f(t, y,u),v),
viVv ,aeinl .

i.e. u is a solution of the state
equation.

Case II:- Let z(t)T D[OT], such
that z(0)* 0,and z(T)=0.

Integrating by parts the 1¥ term in
L.H.S. of (30), we have
QU Vz e+ aly. )z ot

= ty,uv)zd
+(y; (0),v)z (0) .(31)

Substituting z =y, in (28),
subtracting the obtained equation
from (31), we get

(¥, (0),v)z (0) = (y",v)z (0)

b

(y, (Q.v)=(y",v), "v

b

Y. (0) =y (0).

Caselll:- Let z(t)T D[OT], such
that z(0)=0, z%0)!O0, and
z(T)=z¢r)=0.

Integrating by parts twice the £ term
inL.H.S. of (30), we get

& (y V)2 @t + aly,v)z dt
= (5 (f (t,y,u),v)zdt
- (y(0),v)z €0) ...(32)

From (29), we have
- @V)z &)t
= (y.v)z &)t

+(y9v)z €0) (33)
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Substituting z (0) =0 in (28), then
substituting (33) in the 1% term in the
L.H.S. of the obtained equation, then
subtracting the last obtained equation
from (32), we get

(y (0),v)z €0) = (y°,v)z §0)

b

(Y(O),v)=(y°v), "v
b

y(0) = y°(0)

i.e. the limit point y is a solution to

the weak form date equations in the
continuous control problem.

Lemma4.2:-

If u"® ustrongly in L*(Q), then
G, u")® G, (u),"m=01,..,9.
Proof: -

Since the operator u” a y" =y, is
continuous (from lemma3.1 in ref.
[5]), and since G (u"),(for each
m=0,1,..,q) is continuous w.r.t.
y and u (from lemma 3.2 in ref. [5]),

y'=yL® y=y,,
strongly in L*(Q)if u" ® u strongly
in L>(Q) (from theorem 4.1), then
G u")® G, (u), for each
m=01...,q.

and since

Lemma4.3:-

If u" ® ustrongly in L*(Q), then
GSu")® G¢u), "m=01..4q.
Proof: -

Form the assumptions on

gn(x,t,y",u"), for each
OE£mEq, the Frechét derivatives
for G.(u")(for eech O£mEq)

exists, and from lemma 4.2 the
convergence follows.

Corollary 4.1:-

If u” ® ustrongly inL*(Q), then the
corresponding adjoint-state (in the
discrete form) f", f”, f, converge
strongly in L*(Q)to f =f .

Proof:-

The convergence follows by using
lemma 4.3, and by the same way
which we used to prove theorem 4.1.

Theorem 4.2:-

For everyn, let {u"} be a sequence
of classicd optimal controls for the
discrete control problem. Then the
limit of any strongly convergent
subsequence of the sequence{u"}is

classical optima control for the
continuous control problem.
Proof:-

Let {0"}be a subsequence of the

sequence {u"} of aclassical optimal
controls for the discrete control
problem, such that

0" ® U stronglyin L*(Q),

Go@")
n® ¥ ,foreachm=212...,p
and G (U")Ee, , e, ®0, as
ne ¥, for each
m=p+lLp+2..q

From theorem 3.1 in ref. [6], the
continuous classical optimal control
problem has a classica optimal
control say it &, and from lemma
4.1, there exists a sequence of

discrete classical controls{"}, such
that ¢" ® ¢strongly in L*(Q), then

£e!, e’ ®0, a
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from lemma 4.2, we get that
G, t")Y® G, &)," m=01..p,
or in other word

Gn(#")® G, (#) =0,
"m=01L..,p

and

G, U")® G, (&)=0
"m=p+lLp+2..qQ

Hence we can choose e, and e
such that

n
2m?

Gn")|£ey,, e’ ®0, a5
n® ¥,foreachm=12..p

G,G")Ee,,, e€,.,®0, &
ne ¥, for each

m=p+lLp+2..q
Which means the sequence {"}is

admissible for the discrete control
problem.
But, in the other hand, we have that

G,@) =limc; @")
ne® ¥
,foreachm=12,..,p
L n,-n
Gm(u)—nléngéem(u )
. n _
Enléﬂé ®m =0
,foreachm=p+1p+2..q

which implies that
G, @)|£0P G, (@) £0, for each

m=212..,p

£lime’ =0
ney M

and G,@)£O0, for each
m=p+1p+2..q
and

G, (U")EG, ("), foreach n,
Then from lemma 4.2 we get
G, (@) =limG; @") £ limG; ")
n® ¥ n® ¥
:Go(l-%)

i.e. Uis a classica optima control
for the continuous problem.

Theorem 4.3:-

Let {u"} be a sequence of admissible
classical controls and satisfies the
necessary conditions for optimality
for the discrete control problem (the
K-T-L conditions). Then the limit of
any strongly convergent subsegquence
of {u"} is admissible and satisfies
the  necessary  conditions  for
optimality for the continuous
classical optimal control problem.
Proof : -

Let {u"} be asequence of admissible
controls for the discrete optima
control problem and satisfies the
necessary conditions for optimality
(which studied in [5], theorem 4.1) ,

ie. for each u¢iw", and

ultw",

N°-1\ 3 n n Ny N
Dta Qla nfu (¥ U +

j=0 m=0
I ngn (Y] u)I(ue - uf)dx 2 0,
(34)
and

I '[G u")-e) ]=0, for each
m=p+lLp+2..q
P "utiw"

Qallf,(y".u,

+ "g" (y",uM)](ue - u)dxdt? 0,

(349)
and

| 2[Ghu")- €5,]1=0, (34b)
foreachm=p+1,p+2..,q

Now, let {u"} be a subsequence of
{u"} (same notation), and assume
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that u be the Ilimit of this
subsequence, i.e.

u" ® ustrongly in L*(Q).

Then G (u")® G, (u), and
GEWU")® GEu),
"m=0,1...,q(from lemmas 4.2 and

4.3), and then form theorem 4.2, we
get that the limit u is admissible for
the continuous classicd optimal
control problem.

Now, since for fixed
m(m=212..,q) the sequence of
{I "} belongs
sphere with radius 1, then | ' ® |,
as ne® ¥, for each

m(m=212,..,q).

On the other hand, since
u" ® u strongly in L*(Q), then
y'=y.® y=y,
L*(Q), (theorem 5.1), and
fr=f"®f=f,
L*(@Q), (corallary 4.1)

Hence by taking the limit asn ® ¥,
for both sides of (344) and (34b), we
get that

numbers compact

strongly  in

strongly  in

QAL 1.,

+H .0, (Y, u)l(ué u)dxdt 3 0,

"ulfl w

b

d

41 D utuubuz0, (35
m=0

whereDu =u® u, u,ul w

and

.G, u)=0,

"m=p+Lp+2..0Q

i.e. the limit u of a subsequence of
the sequence {u"}satisfies the
necessary conditions for optimality

for the continuous optimal control
problem.

G, @)= limG, ©")

ne ¥

P |G,U)£0

b

G,WEOD,"m=12..,p

and

G, (u)=1limG @u")£lime; =0
n® ¥ ne ¥

b

G,W)£0," m=p+lp+2..q

£lime’ =0
ney M

Corollary 4.2:-
Let {u"} be a sequence of admissible

classical controls and satisfies the
minimum principle in blockwise
form for optimality for the discrete
control problem. Then the limit of
any strongly convergent subsegquence

of {u"} is admissible and satisfies
the pointwise minimum principle

form for optimaity for the
continuous classical optimal control
problem.
Proof : -

Let {u"} be a subsequence (of {u"},
same notation) of admissible
classical controls and satisfies the
minimum principle in blockwise
form (19), for optimality (which
studied in [5], theorem 4.2) , i.e. for

eechu¢Tw",andulTWwW",
Ot (Y0,

:EQJS‘“ Jnfu(yinﬂ’ujn)

+g, (v}, uf),uf), for
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each j =01,..,N -1, and
i =12,...M,

From theorem 4.1 in ref.[5], we got
that this minimum principle is
equivdent to the  necessary
conditions for optimality (34a). From
theorem 5.3 above we got that the
limit u of the subsequence
{u"} (which satisfy the necessary
conditions for optimality (34a)),
satisfies the necessary conditions for
optimdity (35) for the continuous
problem. But the necessary
conditions for optimality (35) is
equivalent to the following pointwise
minimum principle (8) for the
continuous optimal control (theorem
4.1inref. [6]), i.e

[ff.(x.t,y,u)
+g, (Xt y, u)]u(x, t)
:I\{‘ILn[ffu(x,t,y,u)

+g, (Xt y, uJu€x,t).
Conclusions

In this work we concluded
that the behaviour of the discrete
classica optima control problem in
the limit is stable and converges to
the continuous classical optimal
control. In other words we got on the
following results:-
The discrete state and its discrete

derivative are steble in H (W) and

L*(W) respectively. The solution of
the discrete sate equations in weak
form with discrete controls converges
in the limit to the solution of the state
equations in weak form (for the
continuous problem), so as the
adj oint-state equations. The limit of a
subsequence of a sequence of
discrete classical optimd control for

the discrete optimal control problem
is aclassical optima control for the
continuous optimal control problem.
Finally, the limit of a subsequence of
the sequence of admissible discrete
classical controls which satisfy the
necessary conditions for optimality
for the discrete optima control
problem is an admissible classical
control and satisfies the necessary
conditions for optimality for the
continuous optimal control problem.
The same result is obtained for the
minimum principle in blockwise
form for the optimality.
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