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ABSTRACT

In recent years, Advancements in Artificial Intelligence (AI), particularly deep learning (DL), have made great strides
in the creation of highly realistic deepfakes, which manipulate facial forensics to generate convincing fake faces or
expressions. These manipulations pose significant threats to individual privacy and the integrity of legal, political,
and social institutions. In fact, several existing studies have recently pursued the development of machine learning
techniques for detecting deepfake content, with the overarching aim of protecting the victim’s privacy or curbing the rise
of picture fabrication. Despite extensive research on DL-based deepfake detection systems, challenges such as detecting
facial swaps under occlusion or subtle alteration remain insufficiently addressed. This study provides a comprehensive
detailed evaluation of state-of the art DL approaches for detecting such manipulations, focusing on their strengths and
limitations. Additionally, it reviews recent deepfake datasets (2019 to date) to identify their adequacy for adequacy
for training and testing these models. By addressing the gaps and limitations in current existing methods and datasets,
this study aims to pave the way for redefining DL-based detection techniques tailored to facial-swap-based deepfakes.
It aspires to enhance the integrity and reliability of image media and contributes to the ongoing effort to mitigate the
risk posed by advanced image manipulation.

Keywords: Deepfakes, Deep learning, Face manipulation, Face swap, Facial forensic, CNNs

examples of these innovations [4]. These techniques
are developed using artificial neural networks, rely-
ing on advanced DL approaches, such as Generative
Adversarial Networks (GANs) and Autoencoder al-

1. Introduction

The manipulation of image and video content is
not a new phenomenon. Recently, various editing

tools, such as adobe lightroom, adobe Photoshop,
have been widely utilized for various image mod-
ifications [1, 2]. However, these tools have faced
significant limitations when it comes to realistically
altering facial features in deepfake contexts. The pro-
cesses are often complex, time-consuming processes,
and require domain expertise. Recent advancements
in deepfake techniques have revolutionized this land-
scape, significantly reducing the effort required for
manipulation, especially facial swap [3]. Techniques
such as FaceSwap (FS) and FaceApp (FA) are prime

gorithms [5]. These methods enable the synthesis
of manipulated faces in images and videos, produc-
ing convincingly realistic results [6]. While deepfake
technologies offer opportunities for creative appli-
cations such as voice dubbing in videos [6] or
digital try-ons for shopping [7], they also raise
significant global security concerns. These technolo-
gies allow the manipulation of individuals’ faces in
media [6], leading to the potential for misuse in
spreadingmisinformation, manipulating elections, or
inciting social unrest [7].
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As the capabilities of deepfake tools such as Deep-
FaceLab [8, 9], Zao [10], and FakeApp [11] have
become more accessible, even non-professional users
can now create highly realistic face swaps. This has
heightened concerns about the harmful consequences
that often outweigh their potential positive uses. Ma-
nipulation techniques can be classified into four main
types [12]. The first, Face Generation, involves cre-
ating entirely new facial images or videos that do
not correspond to any real individuals. The second,
Facial Attribute changes, refers to modifications in
features such as age, gender, hair color, glasses, or the
use of face masks. The third, Facial Swap, entails re-
placing one face with another, blending features and
expressions to create a seamless, realistic deepfake.
The final category, Expression Swap, transfers the
facial expression of one person to another, altering
their displayed emotions to match those of the origi-
nal individual.

Deep learning (DL) has a significant impact on both
the generating and detection of deepfakes, includ-
ing facial swaps [6]. DL algorithms analyze facial
features, movements, and expressions to manipulate
target faces, making deepfake generation more effi-
cient. However, the same robustness that makes DL
techniques effective for generating realistic deepfakes
also makes detection more challenging [13, 14]. The
increasing sophistication of these technologies un-
derscores the need for advanced detection systems
capable of identifying deepfakes in real-world, un-
constrained environments [10]. In recent years, facial
swap detection has emerged a critical area of research
aimed at countering malicious applications. A wide
variety of techniques have been proposed, many of
which tread facial swap detection as a binary clas-
sification problem and focus on designing effective
features [15-20]. Early methods leveraged artifacts
[15], frequency analysis [16], symmetry [81], and
local differences [21]. More advanced approaches,
such as EfficientNet [17] and Xception [22], have
also been applied to the task of detecting facial swap.
While existing research has provided important in-
sights, several challenges remain in ensuring accurate
and reliable detection of deepfake facial swaps. Cur-
rently methods often struggle to detect high-quality,
realistic deepfakes, particularly in environments with
uncontrolled variables. This highlights the need
for improved detection systems and more compre-
hensive datasets for training robust deep learning
models.

This paper aims to contribute to this field in several
ways:

1. Providing a comprehensive overview of facial
swap technology, emphasizing the importance

of generating and detecting facial swaps using
DL approaches.

2. Assessing and contrasting various DL techniques
based on their structures and performance eval-
uation metrics.

3. Analyzing existing datasets in this field, ex-
amining their diversity, size, and quality, and
highlighting their implications for training more
effective DL models.

4. Exploring new directions and future challenges
in facial swap detection systems, highlighting
areas that require further development.

The remainder of the paper is organized as follows:
Section 2 reviews related works focused on detect-
ing and generating facial manipulations, particularly
facial swaps. Section 3 provides a list of datasets com-
monly used to evaluate most facial swaps detection
approaches. Section 4 explores different DL-based de-
tection methods for facial swaps. Section 5 discusses
the weakness and limitation of current detection
approaches and outlines potential future directions.
Finally, Section 6 presents the conclusions of the

paper.

2. Overview of deepfake technology

Deepfake has gained widespread attention around
the world due to videos and images that have become
easily getting on the internet for visual manipulation,
especially facial swap [23]. Leveraging DL in the
deepfake generation and detection has revolutionized
the field of image and video synthesis (see Fig. 1)
[24].

2.1. Deepfake generation

Deepfake generation, particularly facial swap, typi-
cally involves three stages [25]. Firstly, tools to detect
a target face and compare to get a similar face appear-
ance in the facial dataset. Secondly, using methods to
replace facial details such as eyes, nose, and mouth
and further adjusts the lighting and color of the can-
didate facial to match the appearance of input images.
Finally, the generator deepfake system measures the
distance between two selected faces in the images in
able to replace them. Table 1 shows the most facial
swap generation excited approaches from 2019 until
2023. It refers to the automated process of replacing
the face of the target image with another person (as
shown in Fig. 2).

Due to DL approaches having achieved realistic re-
sults; these become popular for generator deepfakes.
They showed DL can be applied with automated dig-
ital manipulation. Many applications found to swap
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Fig. 1. Overview of facial manipulation.

faces, such as FakeApp [11] and Faceswap [27], that
have presented to produce easy and quick deepfakes
with more persuasive results by face swap in a video
or image. They presented techniques typically utiliz-
ing Encoder-Decoder approaches. To extract features
of the face, usually Encoder-Decoder has utilized to
reconstruct faces. Facial swap needs to use two pairs

of encoder and decoder: the encoder approach is to
train the features in the target facies, and the de-
coder is utilized to swap selected faces by utilizing
to regenerate the target faces with the features of the
source face. The result keeps the facial expressions of
the target faces, and near to be realistic [26]. Other
facial swap application that are more popular used
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Table 1. The most popular deepfake generation systems.

Application Ref Features Approach Dataset Size  limitations
name
FSGAN 2019 [31] VGG-19 CNNs GANs 128 x 128 the approach has struggled to
256 x 256 handle partial occlusion & ex-
pression cases
Faceswap- [27] MTCNN for align faces Autoencoders- 854 x 480 It has struggled to handle faces
2020 for fine-grained permu- GANs in real-time, high-quality, and
tation occlusion
ZA0-2020 [10] VGGface GANs 256 x 256 it has struggled when dealing
with a complex video or rapid
movements
DFaker-2020 [28] VGGface GAN 64%64 It has artifacts when using low
quality / complex scenes.
Faceswap- [30] VGGFace & MTCNN GAN 256 x 256 It left some artifacts and blend-
GAN-2020 ing around the boundaries of the
facial swap.
FaceShifter- [14] Attributes (face, occlu- GAN 256*256 Stripped artifact
2020 sions, lighting or styles)
SimSwap-2020  [34] simple feed-forward 3DMM 224%*224 Black holes in a big-size facial
face generation network swap image & the direction of
the eye gaze does not match the
target image
FaceController- [32] VGGface 3DMM 224 x 224 Struggle with occluded faces or
2021 partially visible
HifiFace-2021 [33] 3D Shape-Aware Iden- 3DMM 512*512 Difficult to handle the occlusion
tity Extractor & SFF
DeepFake-tf- [29] FCN-8s- (FCN) 64 x 64- In complex videos, the result
2024 VGGarchitecture 128 x 128 shows artifacts & blurriness.
256 x 256 also, the approach has struggled
to handle Occlusion cases
FaceSwapGAN-  [30] VGGFace GANs 256 x 256 Occlusion handling & artifacts
2024

2

Source Image

Target Face

Face Swapped

Fig. 2. Facial swap based on a DL approach [26].

because to generate a realistic facial swap such as
ZAO [10], DFaker [28], DeepFaceLab [8], DeepFake-
tf [29] and FaceSwapGAN [30]. These applications
utilize to replace any person’s face with another with-
out extensive knowledge of the technology, leading to
the creation of numerous deepfakes.

The most proposed generation deepfake ap-
proaches have achieved good performances using DL,
however they have some limitations. First, expres-
sions lost when these approaches are replacing the

input face with the target. Also, the replaced faces
look unnatural due to needing to match the faces
details to generate good results [24].

Several studies focused on advances in facial swap
using DL approaches. In 2019, Nirkin et al introduced
as a facial swap generation based on GANs models,
called FSGAN. This approach can swap faces without
requiring dataset to train [31]. Also, in 2020 intro-
duced a new study for generation deepfake based on
GAN which adds adversarial and perceptual losses to
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VGGface. It made the direction of the eyeball to be
more realistic and try to remove artifacts to prod-
uct a high-quality output deep fake [30]. Moreover,
two existing facial swap approaches utilized 3DMM
such as FaceController and HifiFace. The first one
appeared a block holes in a big size image when swap-
ping faces [32]. The other cannot handle occlusion
cases [33].

In occlusion cases, facial swap is always challeng-
ing. Occlusions in the facial region mean the face
covered with glasses, hair, a hat, hand or anything
else. So, it results in facial swap with visual artifacts
and inconsistencies. In 2020, the paper [14] proposed
a new approach that reduced artifacts to appear the
generation deep fakes as realistic. Additionally, Chen
et al presented a new approach based the ID Injection
Module (IIM) of facial swap. However, the quality of
facial swap has been effaced by the quality of the
datasets [34]. In 2023, Rosberg et al. presented a new
technique to swap faces under occlusions based on a
conditional GAN model, and it achieved a highly real-
istic result when compared with the previous methods
[35].

2.2. Deepfake detection systems

Deepfake detection systems have emerged as a sig-
nificance research area in recent years to tackle the
potentially malicious system. Several models have
been proposed for detecting facial swap using deep
learning (DL) techniques. Facial swap detection sys-
tems based on DL approaches have gained significant
attention in recent years [13]. Li et al. proposed
the CNN models such as ResNetl52, ResNetl101,
ResNet50, and VGG16 for detecting manipulations of
facial landmarks in videos [15]. However, these sys-
tems exhibit reduced accuracy when tested on highly
compressed videos. In 2021, Zendran and Rusiecki
introduced a novel CNN-based method for features
extraction at the frame level, combined with RNN
methodologies for short-duration video [13]. The pa-
per [36] presented an encoder —decoder network,
FAB-Net, which combines facial and behavioral bio-
metrics using VGG-16 for computation. Other papers
[22, 37] have also employed CNN based method for
facial swap detection.

Despite these advancements, there remains a need
to improve detection accuracy further. However,
these proposed systems exhibit decreased detection
accuracy when tested them on multi-time compressed
videos. Another approach presented in [22] intro-
duced a novel CNN based method for extracting
features at the frame level and utilized RNN method-
ology to detect facial swap. However, this technique
is primarily applicable to short duration videos.

Montserrat et al. proposed a multi-task CNN for
detection facial swap in video, incorporating the use
of Automatic Face Weighting (AFW) to discard false
detected facial [38]. Nevertheless, this approach does
not account for predications from multiple video
frames. Agarwal et al. [36] proposed an encoder—
decoder network called FAB-Net, which combines
facial and behavioral biometrics to detect facial swap.
VGG-16 is used for facial features computation in this
approach. Other papers [22] and [37] have also em-
ployed CNN based method for facial swap detection,
but there is still a need to improve accuracy in these
approaches.

3. Deep learning techniques for facial swap
detection

The task of facial swap detection necessitates the
examination of their content to decide whether
they have undergone alterations or remain in their
original state. The facial swap (deepfake) is com-
monly approached as a binary classification problem
namely: real or manipulated faces [72]. Therefore,
researchers leverage the identification of extracted
distinctive features that differentiate between authen-
tic and manipulated content. So, they employ various
approaches to extract these features such as DL al-
gorithms, to identify inconsistencies and artifacts
present in deepfakes. DL approaches have improved
efficacy in automatically extracting features and their
capability to operate at high speed [73]. The detec-
tion process typically extracts information of facial
individual, followed by the utilization of a selected
DL approach to find relevant features [74]. Sub-
sequently, the extracted features are employed for
detecting as genuine or fake.

In this section, we explore facial swap detection
approaches based on DL, classifiers, noteworthy re-
sults, and assessed datasets [75]. Numerous features
are utilized for the detection of manipulated faces
using DL approaches. As shown in Table 2, the ma-
jority of deepfake detection methodologies rely on
artifact features that are left by (GANs) during the
generation process of deepfakes. These features serve
as compelling evidence of manipulations and can
be extracted for detection approaches [76]. These
artifacts can be categorized into biometric and bio-
logical, and visual irregularities features (as shown
in Fig. 3). In 2019, Yiru Zhao et al. proposed an-
other approach that utilizes warp features to detect
manipulated facial swap. It uses the ResNet-50 CNN
architecture for detection [15]. The ResNet101 and
VGG-CNNs architectures based on facial and behav-
ioral features were introduced in 2020 [36]. This
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Table 2. The most popular DL approaches for facial swap detection based on artifact features.

FE Ref. Year method Classifier Dataset Acc. weakness
approach
[15] 2 Warp ResNet-50 DF-TIMIT 0.99 Rely on resolution inconsistency in face
8 Features warping
[36] Facial and ResNet101 Celeb-DF FF 0.99 Relay on high-quality references videos
Behavioral VGG DFD DFDC-P 0.99
Features 0.93
0.95
[771 Eyebrow LightCNN, Celeb-DF 0.88 Relay on eyebrow matching. It is not
Biometric ResNet, the best choice for long term
?1 DenseNet,
] SqueezeNet
[78] Eye Blinking = DeepVision FF 0.87 It limited by mental illnesses or
" problems.
‘g [79] Face and XceptionNet FF-DF 0.997 low contrast or blurry features
b= Context Celeb-DF-v2 0.66
-
© [51] 2D-GDCT FCN FF+ + 0.76 It has limitation on detecting the neural
Celeb-DF 0.75 texture facial manipulation
[52] DCT FF+ + SPSL(Xception) FF+ + 0.969 Relay on combining spatial image and
Celeb-DF 0.768  phase spectrum to capture the
- up-sampling artifacts of face
[80] § Face and ResNet-18 DF F2F 0.971 It shows a decrease in accuracy as the
Context 0.974 video compression rate increases
[81] Symmetrical DRN FF+ + 0.99 It has limitation on detecting the low
Face Patches DF-TIMIT DFD 0.95 quality data
DFDC Celeb-DF 0.85
0.552
0.625
[53] 2023 Multiscale EfficientNetV2  FF+ + 0.90 Rely on the subtle changes in skin color

PPG Maps

caused by cardiac activity.

A Frequency

Visual Artifacts

Biometric and biological Artifacts

Fig. 3. Artifact features [41].
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approach relies on high-quality reference videos,
which can belimitation. Hoang Nguyen and Reza Der-
akhshani proposed LightCNN, ResNet, DenseNet, and
SqueezeNet architectures to detect facial swap, but it
may not be the best choice for long-term applications
[77]. Other proposed approach that relayed on an-
alyzing eye blinking called Deep-Vision approach. It
has a limitation on mental illnesses or health prob-
lems [78]. The XceptionNet architecture is utilized
facial and context features to detect facial swap. It
achieved the highest accuracy when applied on FF-DF
dataset, but it has limitations in dealing with low
contrast or blurry features [79]. Aditi Kohli and Abhi-
nav Gupta presented a new DL approach called FCN
in 2021, which is based on Frequency and uses the
2D-GDCT extraction method. This approach achieved
low accuracy when applied on FF + + and Celeb-DF
datasets due to limitations in detecting neural facial
manipulation [51]. The Spatial-Phase Shallow Learn-
ing (SPSL) based on the Xception-CNN architecture
is introduced using DCT FF+ + method. However,
this approach has a limitation due to capturing the
up-sampling artifacts of the face [52]. Kim and Cho
introduced the Resnet-18 CNN architecture, which
is based on analyzing the face and its context [80].
It achieved high performances when applied to the
DF and F2F datasets. However, when it applies this
approach to video compression, it shows a decrease
in accuracy. Other authors presented another tech-
nique based on analyzing symmetrical face patches
using a Dilated Residual Network (DRN) [81]. It is
tested on several datasets and achieves the highest
accuracy on FF+ +. However, it has a limitation in
its performance when detecting low-quality datasets.
In 2023, Jiahui Wu et al. presented a new technique
that utilizes EfficientNetV2 architecture [53]. This
technique is based on Multiscale PPG and achieves
90% by relying on subtle changes in skin color caused
by cardia activity.

The other detection approaches have relied on
pixel intensity (see Table 3). Falko Matern et al.
utilized a multi-Layer perceptron (MLP) and logistic
regression (LogReg) based on texture features
extraction. This approach is applying to images
that meet certain prerequisites, such as having open
eyes and visible teeth [39]. Yang et al. proposed a
MTD network for deepfake detection. The proposed
system is utilized to extract and integrate different
information of multi scale texture using Center
Difference Convolution technique (CDC). It achieved
a high proficiency on high quality datasets, such as
Celeb-DF, DeeperForensics —1.0, and DFDC, but it has
some limitations such as low-quality datasets and the
lack of interpretability [44]. In 2022, a new technique

was proposed based on texture patterns that analyze
texture inconsistencies using a CNN-based model
called LBPNet [40]. However, this approach relies on
analyzing texture inconsistency from a single frame,
which can be a weakness. Wang et al. present a new
approach called Facial Region Feature Descriptor
(FFR-FD) based on seen features in facial images.
This approach has limitations with low-resolution
images or occlusions faces [82].

The other deepfake detection approaches based
on neural networks to extract features and organize
data. In 2021, Zhao et al. proposed a new approach
based on CNN to extract the self-consistency fea-
tures of original images, and then compare with
the manipulated images. This approach has strag-
gled on fake images that have the same consistent
source properties in the entire manipulated images
[83]. In 2022, Gangulay et al. introduced an ap-
proach depended on DL to improve visual attention
technique for detecting manipulated images. This ap-
proach built using Xception network and focused on
identifying inconsistencies characterizes in deepfake
images. However, it has challenges detection on oc-
clusions features such as closed eyes [84]. At the same
year, YU et al. presented an alternative approach
to train CNN utilizing Facial Patch Mapping (FPM).
This technique divides an entire face to smaller re-
gions that used to train Res-Net50 (Inception-v3).
It trains five patches-based detectors. However, the
struggle in this proposed system is hidden manipula-
tions of specific regions of patches [85]. he majority
of studies are binary classification deepfake detection
approaches. However, there are several localization
approaches (see Table 4). These can detect not only
the real or manipulated facial swap but also identify
the exact manipulated regions in images [41] (see
Fig. 4).

In 2019, Nguyen et.al proposed a new of multi-task
learning approach to detect and exact manipulated
regions in facial images using a Y-shaped decoder
based on CNN. This decoder is used to share
information between multi-tasks. However, the
performance of this approach was insignificant due
to the training data [86]. In 2020, Dang et.al also
used CNN to build their approach for detecting
and localization deepfake regions in facial [87].
Li et al. introduced an approach using the face
X-ray to detect considering noise and error levels
in boundaries artifacts. This approach utilized
FCN to detect the boundaries of deepfake images.
However, the performance of this approach has
struggle with low-quality dataset [88]. In 2022,
Wang et al proposed a new novel to detect
deepfakes and manipulated localization based on
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Table 3. The most popular DL approaches for facial swap detection based on pixel intensity features.

FE Ref. b method Classifier Dataset Acc. weakness
approach =
[39] Texture MLP, LogReg ProGAN FF + + 0.85 applicable to images meeting certain
g Features 0.86 prerequisites (e.g. open eyes, visible
It teeth)
[44] CDC MTD network DFDC FF + + 0.99 Rely on multi-scale texture difference
(C23,C40) information
N Celeb-DF
& DeeperForensics-
1.0
[83] self- ResNet-34 DF, F2F, 0.99 Manipulated images keep the same
consistency FS, NT, consistent source properties.
features FF+ +
%’ [40] texture CNN-Based FF+ + 0.99 Rely on analyzing texture inconsistency
E) g pattern model Celeb-DF 0.92 from a single frame.
g 3 (LBPNet) DFDC-P 0.80
.‘% [82] Pixel FFR-FD DF 0.99 DF, FF+ +, DFD achieved the
intensity FF+ + 0.92 accuracies using FAST&BRIEF, and
DFD 0.85 other using SURF. In general, this
~ CeLeb-DF 0.82 approach has restrictions using
g DFDC 0.88 low-quality or occlusions.
[84] identifying in-  Xception net FF+ + 0.70 occlusions such as closed eyes
consistencies CeLeb-DF
features
[85] facial patch Res-Net50 TIMIT 0.98 hidden manipulations of a specific
mapping (Inception-v3)  (LQ,HQ) regions of patches
(FPM) Celeb-DF

Table 4. The most popular DL approaches for facial swap detection based on neural network & localization approaches features.

FE
approach  Ref. Year Method Classifier Dataset Acc. weakness
[86] S Y-shaped CNN FF 0.76 Small training dataset
8 FF+ +
[871 VGG16 CNN DFFD UADFV 0.99 Achieved the good
o XceptionNet Celeb-DF 0.84 performance on their
§ 0.64 dataset
[88] Face X-ray FCN DFD DFDC 0.95 Achieved AUC when
i) Celeb-DF 0.80 training it on FF+ + & B1
S 0.80
S
g [89] Frequency M2TR FF+ +(HQ) 0.97 Relay on HQ datasets
& § FF+ +(LQ) 0.93
g N Celeb-DF SRDF 0.99
2 0.91
g
ﬁ [41] Spatial Channel MTCNN DF (HQ) DF 0.99 Manipulation locations
g 0 Attention Block (LQ) FS (HQ) 0.96 have limited fake pixels
- e (scAB) and FS (LQ) FF++  0.97 (unseen).
attention block for Celeb-DF 0.93
frequency spectrum DFDC-P 0.97
features 0.68
0.79
[47] The temporal and Swin-Fake Celeb-DF 0.89 Rely on the spatial
§ spatial consistency FaceShifter 0.93 consistency that can be
I of video frames’ DFDC 0.72 weakness when dealing

features varied datasets




IRAQI JOURNAL FOR COMPUTER SCIENCE AND MATHEMATICS 2025;6:109-123 117

Input Groundtruth

Prediction Input

Groundtruth

Prediction Input Groundtruth Prediction

Fig. 4. Detect localization manipulated region [88].

frequency. Multimodal Multiscale Transformer
(M2TF) employed two-stream architecture to capture
different regions in images and filter out forged
features. This method achieved a good performance
on HQ dataset [89]. In 2023, Waseem et al introduced
a new encoder-decoder approach to detect a
manipulation localization utilizing a multi-attention
mechanism. This approach used to capture
frequency-related patterns in images with varying
compression degradation. However, it has limitations
in applicability when images do not have information
about manipulation regions in the facial swap [41].

4. Datasets for facial swap detection

Facial swap, involving either replacing the face in
a video or image with another person or changing
motions from one target person to another, are cur-
rently the most prominent area of deep fake research
[15, 16]. Recently, with the increasing apprehension
surrounding the potential risks of misusing deepfake

techniques, many research groups have made signif-
icant contributions by creating or collecting datasets
to facilitate manipulation detection. In this section,
we present a comprehensive overview of established
datasets, especially focusing on facial swap. They
can be categorized into two types depending on
data size and variety visual fidelity and manipula-
tion techniques. Table 5 provides a summary of the
key characteristics of each public dataset categorized
according to their types. Notably, these datasets en-
compass both real and deepfake, reflecting the nature
of these particular types of manipulation.

4.1. First type based on data size

4.1.1. The deep fake detection challenge preview
(DFDC-P) [39]

It highlighted a collaborative effort by three ma-
jor companies (Facebook, Microsoft, and AWS) to
advance deepfake detection methods in 2019 (see
Fig. 5). This dataset comprises 1.131 authentic videos

Table 5. Summarize publicly available dataset of facial swap.

Dataset Source Deepfake Real General techniques
Based on Data Size
DFDC-P [39] Volunteer Actors 4.113 1.131 Four
Celeb-DF [43] YouTube 5,639 590 One
FaceShifter [14] YouTube 10,000 - Two
DeepFakeMNIST + [48] Internet 10,000 10,000 Two
DF-Mobio [50] Internet 15,000 31,000 One
Based on Variety Visual Fidelity and Manipulation Techniques
FF+ + [35] YouTube 4000 1000 Two
WDF [21] Internet 3,509 3,805 One
KoDF [58] Self-Recording 157,776 62,166 Six
OF [61] Google Open Image 70,325 45,473 One
FMFCC-V [65] Volunteer Actors 38,102 44,290 Four
DF-Platter [66] YouTube 132,496 764 Three
DF40 [67] - 300,000 100,000 Forty
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Fig. 5. DFDC-P dataset [39].

and 4.113 manipulated videos created using facial-
swap techniques.

This dataset incorporates three types of aug-
mentations as perturbation methods. However, the
specific synthesis algorithm employed in generating
the dataset has not been disclosed. Several studies
have utilized this dataset to test their approaches,
including [36-42]. These studies reported varying ac-
curacies, likely due to varies cases in this dataset, such
as lighting condition, gender, face angles, and age.

4.1.2. Celeb-DF dataset [43]

This dataset collected of YouTube video featuring
59 celebrities, presented in 2020. It contains 590 au-
thentic and 5,639 manipulated videos created using
advanced DL technique defined as auto-encoder. The
dataset encompasses a wide range of camera orienta-
tions, lighting conditions, and backgrounds. It is high
quality dataset with no visible defects. Each video has
duration of approximately 13 seconds and adheres to
a standard frame rate of 30 frames per second.

Several studies have utilized this dataset to train
or evaluate their proposed approaches. For example,
[44] tested their method on Celeb-DF and achieved
99%, leveraging multi-scale texture information. The
study [40] achieved 92% accuracy by focusing on tex-
ture inconsistency in single frames. The [45] reported
the highest accuracy when using the dataset for
training and testing, attributing this to the dataset’s
lack of diversity and its possession of super-set char-
acteristics compared to others. In 2024, Solaiman,
et al. proposed an approach based on CNN, achieved
75.07% accuracy on both realistic and manipulated
videos due to enhancements in the dataset and a
reduction in artifacts [46].

Result

Fig. 6. FaceShifter dataset [14].

4.1.3. FaceShifter dataset [14]

It was generated using Al techniques on FF++
dataset in 2020. It consists of 10,000 meticu-
lously deepfake videos of high quality, created using
FaceShifter algorithm. This dataset (see Fig. 6) pro-
vides videos in three distinct compression qualities:
Raw (CO, C23, C40). In 2023, a study proposed an
approach that combined Residual U-Net with SCAB to
detect deepfakes, which was evaluated on FaceShifter
dataset [41]. In 2024, this dataset was utilized to
evaluate the Swin-Fake approach, achieving a 98%
accuracy rate by focusing on the boundary area where
manipulation typically occur [47].

4.1.4. DeepFake MNIST + dataset [48]

It was introduced by Huang et al in 2021. This
dataset contains 10,000 videos featuring human
faces displaying distinct expressions, and 10,000
real videos. These manipulated videos utilized
the First Order motion Model (FOMM) [49] with
various actions such as yaw, open mouth, and
encompassing blink. Due to this dataset created
using two public liveness detection application
programming interfaces (APIs), most recently
detection systems that failed to accurately detect
were selectively included.

4.1.5. DF-Mobio dataset [50]

It is an extensive dataset comprising more than
46,000 videos in 2021. It includes 31,000 real videos
and 15,000 deep fakes. This dataset consists of in-
dividuals engaging in direct communication using
smartphones or laptops. These videos simulate vir-
tual meeting conducted on platforms such as skype.
GAN utilized to generate deep fakes; approximately
2,000 facial images were captured pre-person in
the videos. The capturing process occurred at a
frame rate of 8 frames pre-second. The input size
was 256 x 256 pixels. This dataset was used to
evaluate their approaches, and their experiments
typically achieved results affected by unseen ma-
nipulations. However, their findings demonstrated
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Fig. 7. WDF dataset [21].

improved detection accuracy when trained for attri-
bution rather than using the typical binary method.

4.2. Second type based on variety visual fidelity and
manipulation techniques

4.2.1. FaceForensics++ (FF++ ) datasets [22]

It introduced by Rossler et al. in 2019. It aims to
facilitate research and development in the domain
of deepfake detection of manipulated facial videos.
It consists of over 4,000 manipulated videos created
using various deepfake generation techniques, includ-
ing both face swapping and facial reenactment meth-
ods. One notable aspect of the dataset is the inclusion
of four different manipulation methods: FaceSwap,
Deepfakes, Neural Textures, and Face2Face. Due to
variety of manipulation techniques, several studies
have utilized it to evaluate their approaches, includ-
ing those by [39-53]. These studies have highlighted
the variety of dataset’s manipulations in benchmark-
ing deepfake detection systems by providing different
scenarios. Many researchers consider this dataset is
an essential resource for evaluating and testing the
effectiveness of various deepfake detection systems
across a wide range of conditions, addressing both
subtle and overt artifacts.

4.2.2. WildDeepfake (WDF) dataset [21]

It presents in 2020 and comprises about 7,314 fa-
cial swap videos: 3,805 real and 3,509 deep fake
(see Fig. 7). Notably, these videos may feature more
than ten individuals in each scene, rendering it an
exceptional and invaluable resource for enhancing
deep fake detection in real-world scenarios. Several
studied have utilized the WDF dataset to evaluate
their approaches, such as [22-57]. However, the per-
formance of most of these approaches is affected in
scenarios involving pixilate and blur.

4.2.3. Korean deepfake (KoDF) dataset [58]

It specifically features Korean actors and was intro-
duced in 2021. This dataset includes a total of 62,166
real videos and 175,776 deepfakes generated using
six different manipulation techniques. Three of these
techniques are facial swapping methods: FSGAN,
DeepFaceLab, and Faceswap, while the remaining
techniques focus on facial reenactment. Numerous

studied have widely used the KoDF dataset to eval-
uate and benchmark deepfake detection approaches
due to its diverse range of manipulation techniques
and size. For instance, [49-60] have utilized this
dataset to assess the performance of their approaches
due to its high-quality videos and incorporate both
facial swapping and reenactment techniques.

4.2.4. OpenForensics (OF) dataset [61]

It is a substantial image dataset characterized by
its diverse backgrounds. Real images were sourced
from Google Open Images, while fake faces were
generated using GAN-based. face techniques, Pois-
son blending, and color-matching algorithms in 2021.
The primary aim OF is to provide high-resolution
face images that exhibit enhanced visual quality
and a more natural appearance. It comprises a to-
tal of 115,325 images, including 70,325 fakes and
45,473 real images. To simulate real-world chal-
lenges and create a more demanding test subset,
various perturbations were applied to the dataset.
These perturbations were categorized into several
types, such as color manipulation, edge manipulation,
block-wise distortion, image aliasing, convolution
mask transformation, and external effects. These
modifications ensure that the dataset is suitable for
evaluating the robustness of deepfake detection ap-
proaches under diverse conditions. The OF has been
extensively utilized in numerous studies to bench-
mark and validate detection approaches, such as
[62-65]. Due to high-resolution and natural-looking
fake images, the OF has played an essential role in
promoting the development of more accurate and
robust detection approaches.

4.2.5. The FMFCC-V dataset [66]

This dataset is Fake Media Forensics Challenge of
China Society of Image and Graphics (FMFCC-V) that
presents in 2022. FMFCC-V contains videos with di-
verse characteristics, including head poses, facial ex-
pressions, resolutions, backgrounds, and frame rates.
The data’s resolutions were 480, 720, and 1080 pixels
and frame rates of 25 and 30 fps. This dataset includes
82,392 total videos, about 38,102 deepfake videos
and 44,290 real. For the deepfake video utilized four
various techniques namely: Faceswap_GAN, Deep-
FaceLab, Faceswap, and Recycle-GAN. This dataset
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provides two versions of deepfake data defiantly: a
long version with about 16 minutes of unperturbed
videos and short version with 10 second videos, half
of which have perturbation applied. It serves as a
valuable tool for researchers and practitioners work-
ing on deepfake detection.

4.2.6. The DF-Platter dataset [67]

It contains total videos 133,260 that collect of
YouTube in 2023. It comprises to 132,496 deep fakes
and 764 real. The data encompass a board spectrum
of expression, poses, backgrounds, lighting condi-
tions, and occlusion. To generate deepfake videos,
this dataset utilized three AI techniques namely:
FaceShifter, FSGAN, and FaceSwap in high-resolution
(HR) a low-resolution (LR) deepfakes. DF-Platter of-
fers a diverse collection of videos featuring various
subjects, characteristics, and deepfake techniques.

4.2.7. The DF40 dataset [68]

It was generated in 2024 using 40 distinct deep-
fake forgery techniques, including face swapping,
reenactment, and full image synthesis. The dataset
employs various generative methods such as HeyGen,
DDIM, DiT, MidJourney6, PixArt-«, Stable Diffu-
sion v2.1, SiT, StyleGAN2, StyleGAN3, StyleGAN-XL,
VQGAN, Whichisreal, CollabDiff, e4e, StarGAN2, and
StyleCLIP, and diffusion based models, resulting in
a realistic, high resolution, and complex collection
of videos. Additionally, DF40 includes videos with
varying compression levels to simulate real-world
scenarios, making it a valuable resource for re-
searchers. This dataset supports the evaluation of
deepfake detection approaches, especially those de-
signed to identify advanced Al-driven manipulation
techniques and address diverse data conditions. Sev-
eral studies, such as [69-90] and [71] have utilized
to evaluate their approaches.

5. Discussion and future directions

As shown in the previous section, most existing
studies leverage DL approaches that have achieved
high detection accuracies. The main reason for this
success is the presence of artifacts or fingerprint in-
formation typical in facial swap generation systems.
However, datasets with more realistic facial swaps,
such as FaceShifter [14], SimSwap [34], FaceCon-
troller [32], and FaceDancer [35], have not been used
for training or evaluation, nor have detection systems
achieved satisfactory performance on these datasets.
Some of these datasets also contain facial swap under
partial occlusions, resulting in high quality swaps. A

new detection approach should be trained on various
datasets to improve the effectiveness.
Therefore, several future challenges remain:

1. High-quality deepfake detection:

Most existing facial swap detection approaches
are trained and evaluated on datasets that contain
artifacts, such as FF++, DEDC, and DeepFake-TIMIT.
While these approaches have achieved high detection
accuracy, some detection systems still struggle with
removing these features from manipulated facial
swaps. Maintaining realistic fake imagery remains
an ongoing challenge, even for high-performing
detection systems. Moreover, there are datasets
featuring realistic facial swaps, but no current
detection system has been trained or evaluated
using such these datasets. Additionally, facial swap
detection systems under partial occlusions have
not achieved accurate performance due to the
high-quality nature of the swaps.

2. Real-time deep fake detection:

The widespread availability of deepfake generation
tools has made this a crucial challenge, especially as
social media platforms make it easier to generate and
disseminate manipulated images and videos. Conse-
quently, real-time deepfake detection approach has
become essential for identifying manipulation tech-
niques as soon as they are encountered. Facial swap
can cause significant harm if the manipulated media
is not recognized as fake before it spreads.

3. Expression swap detection:

Most existing detection systems are specifically
designed to detect facial swaps using publicly avail-
able datasets. Expression swaps, however, present a
unique challenge that requires improved detection
methods. To address this, researchers should focus
on generating comprehensive and diverse expression
swap datasets. These datasets will help improve and
enhance deepfake detection techniques, particularly
for detecting expression swaps.

6. Conclusion

The widespread adoption of AI techniques has
made facial manipulation, especially facial swaps,
accessible to anyone capable of easy for creat-
ing realistic media. As the quality of deepfakes
generated based on Al poses new challenges. Con-
sequently, Al techniques have also been employed
to detect such manipulations, including facial swaps.
In this research, we present a comprehensive study
that examines and evaluates existing generative and
detection approaches based on DL. Our focus is
on specific manipulations, such as facial swaps.
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Additionally, we explore existing deepfake datasets
and discuss the limitations and weaknesses of current
DL approaches. furthermore, we highlight poten-
tial gaps in future research and provide sugges-
tions to address these challenges. Our intention
is to support the development or refinement of
DL-based detection techniques specifically designed
for facial-swap-based deepfakes, contributing to the
preservation of traditional image media integrity and
reliability.

This paper offers a new perspective on the cur-
rent state of deepfake research, providing valuable
insights into opportunities and challenges of deepfake
detection. Our aim is to actively engage a large com-
munity of researchers in this field actively. We have
nothing more, using DL methodologies, to provide
more holistic understanding of deepfake landscape.
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