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ORIGINAL STUDY

Hybrid Methods for Detecting Face Morphing
Attacks

Essa M. Namis *, Khalid Shaker , Sufyan Al-Janabi

College of Computer Science and Information Technology, University of Anbar, Ramadi, Iraq

ABSTRACT

The face morphing process blends two or more facial images to produce a singular morphed facial image that shows
the vulnerabilities of Face Recognition Systems (FRS). The widespread use of facial recognition algorithms, especially
in Automatic Border Control (ABC) systems, has elicited concerns about potential attacks, as modified passports pose a
significant risk to national security. This research presents a hybrid approach for feature extraction from facial images.
The suggested approach involves three stages: The initial phase involves preprocessing the image through resizing and
face identification, using the Viola-Jones algorithm to detect and locate the human face in the image, regardless of its
size, context, or environment. In the second step, we extract features using three different techniques: Transfer learning
using ResNet50, Histogram of Oriented Gradients (HOG), and Local Binary Pattern (LBP); we produce a one-dimensional
feature vector that merges the outputs of each technique. The third phase includes the classification process utilizing
the Deep Neural Network (DNN) classifier and the Support Vector Machine (SVM) as a secondary classifier. The AMSL
dataset that contains real face and morphed face images has been used for training and testing the proposed approach.
The DNN classifier achieved an average accuracy of 98.62%, surpassing the SVM, which achieved an accuracy of 97.39%.
The results demonstrate a higher accuracy in identifying morphing attacks relative to previous studies.

Keywords: Face recognition systems (FRSs), Morphing attacks, Deep learning, Face detection, ResNet50, Local binary
pattern, Histogram of gradient

1. Introduction

Morphing approaches can generate artificial bio-
metric samples that mimic the biometric data of two
or more individuals in both image and feature do-
mains. Introducing morphed biometric images into a
biometric recognition system will correctly authen-
ticate the individuals represented in the morphed
image against the single-enrolled reference data.
Therefore, we cannot justify the unique relationship
between individuals and their biometric reference
data [1]. Specifically, face recognition systems have
demonstrated significant susceptibility to attacks
utilizing altered facial images [2, 3]. This study
aims to demonstrate feature extraction from images

utilizing three types of descriptors. We utilize
ResNet50 to extract high-level features that effec-
tively capture complex patterns in facial structures,
thereby enhancing the performance of facial recog-
nition [4]. We also use HOG to draw attention to
important facial features like the eyes, nose, and
mouth by capturing gradient orientations [5]. Finally,
we use LBP to look at the local texture of facial im-
ages, which lets us tell the difference between faces
using micro-patterns [6]. Incorporate features to train
both SVM and DNN classifiers to achieve optimal
accuracy and minimal error without dependence on
a comparison with a real-time image of a traveler.
Fig. 1 illustrates a scenario of morphing two facial
images.
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Fig. 1. Example for a morphed face image (b) of subject 1 (a) and subject 2 (c). The Morph was manually created using FantaMorph [7].

This research primarily contributes to the following
topics:

1. During pre-processing, we have scaled the image
size to reduce alterations or distortions, and we
have used the Viola-Jones algorithm to find and
separate facial areas accurately in real time. This
makes preprocessing better for finding face mor-
phing attacks and making sure accurate feature
extraction happens.

2. We propose the use of three types of feature
extraction methods: the transfer-learning-based
ResNet50, the histogram of gradient (HOG), and
the local binary pattern (LBP).

3. We have provided detailed results for the
transfer-learning-based ResNet50, the histogram
of gradients, and local binary patterns related to
classifier performance using two different clas-
sifiers, SVM and DNNs.

This paper is organized as follows: Section 2
presents relevant literature on face morphing attack
detection. Section 3 explains our proposed hybrid
approaches for face-morphing attack detection sys-
tem. Next, Section 4 presents the experimental results
and discussion and compares them with the state-of-
the-art methods. Finally, Section 5 provides a brief
conclusion for the work.

2. Related work

This section presents pertinent studies related
to this topic. Several studies employed texturing
approaches, including binarized statistical image fea-
tures, scale-invariant feature transforms (SIFT), and
steerable pyramids, etc. In most studies employ pre-
existing CNN models, such as VGGNet, AlexNet, and
ResNet, for feature extraction. We explore some of
them:

Tian Ma et al. [8] proposed and implemented two
methods: neural networks and occlusion detection.
Use them together, and the results are exceptional.
They analyzed the proposed training methods that
they trained with a pretrained network for better
results regarding accuracy, generality, robustness,
and their decision-making process. Even though his
combined methods do not yield the highest gen-
eral accuracy of the network, they make it more
robust against different types of attacks. Using the
proposed methods, they increased the robustness
of the system against any form of attack with ac-
curacy values up to 94%. Venktatesh et al. [9]
propose a multi-level fusion of deep information to
identify face morphing attacks in a single image.
Deep convolutional neural networks like AlexNet and
ResNet50 retrieve features. They use feature and
score integration to determine if the facial image
is a morph. To test the Single Image Morph At-
tack Detection (S-MAD) method, use a face-morphing
dataset with three types of data and five produc-
tion methods. Digital, re-digitized, and compressed
print-scan are data media. They run detailed stud-
ies with intra- and inter-evaluation scenarios (the
same and distinct data types for training and testing)
and also compare the proposed method to state-of-
the-art (SOTA) reference-based/single image morph
attack detection (S-MAD) methods. The statistical re-
search reveals the suggested strategy works better
in all three mediums. The work of Ramachandra
et al. [10] investigated feature extraction and clas-
sification of the eyes, mouth, and nose separately.
This study collects rough and fine texture data from
multimodal areas using BSIF and LBP. After separat-
ing the features using P-CRC and SRKDA, the study
adds their scores at different levels to determine
its final decisions. Their extensive studies on three
datasets compare the proposed method’s detection
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performance to existing approaches. The recom-
mended solution outperforms existing methods on all
three datasets using distinct performance evaluation
protocols. The findings demonstrate the framework’s
reliability for single image-based morph attack detec-
tion. Singh et al. [11] presented a novel approach to
face-morphing attack generation and detection, par-
ticularly in three-dimensional situations. Their point
cloud-based 3D face-morphing model construction
method is new. The vulnerability research uses 2D
and 3D facial recognition systems to evaluate the
new 3D face-morphing attacks. They study human
observers to determine the value of 3D information
in morphological detection. The results show that
the 3D face morphing models are susceptible. They
also automatically assess the quality of 3D morphing
models, which match actual 3D scans. To identify
3D morphing attacks using pretrained point-based
CNN models, this paper offers three 3D MAD ap-
proaches. Comprehensive research shows that 3D
MAD algorithms can detect 3D face morphing at-
tacks. Tapia et al. [12] present and examine a
single Morphing attack detection (SMAD) approach
for morphed facial images, which are generated from
varying numbers of participants. We selected facial
photos from K subjects and their associates to gen-
erate morphing face images for K = 2, 4, 8, and
16 individuals. Images that undergo morphing with
additional contributors manifest as obscured faces.
They used MobileNetV3 to build a multiclass Con-
volutional Neural Network (CNN) called AlphaNet.
They then added three levels of alpha filters to the
RGB channels and tested AlphaNet both within and
between datasets. They also tested the technique on
fake pictures and got a BPCER10 of 4.41% and a
BPCER20 of 4.56% in cross-dataset testing. Jia et al.
[13] proposed a novel detection framework that uti-
lizes high-frequency characteristics and an advanced
two-branch network architecture. The method uti-
lized both the RGB stream and the high-frequency
information stream to detect morphing faces simul-
taneously, and enhanced the interaction between the
two streams through the use of SEM and IEM. We
validated the method’s efficacy and generalizability
on the HNU and FEI datasets. In the FEI dataset, the
TSCNN achieved an ACER of 0.67%, an EER of 0.32%,
and an ACC of 98.93%. In the HNU (MDB1) dataset,
the ACER was 1.95%, the EER was 0.88%, and the
ACC was 98.26%. In both datasets, the two-branch
network outperformed the single-branch network.
Iman et al. [14] presents an improved facial feature
extraction method. The suggested method comprises
four phases: generating morph images from real-life
images using automatic selection landmarks, Style-
GAN, and manual selection landmarks. They trust

StyleGAN for optimum, artifact-free photos. A Faster
Region The second phase employs a convolutional
neural network to cut face landmarks (eyes, nose,
mouth, and skin) while preserving hair, ears, and the
image background for each database image. The third
phase extracts features using PCA, eigenvalue, and
eigenvector methods to create a two-dimensional ma-
trix with one layer per method. Create a three-layer
image from each image’s extracted characteristics
(without S). Layers describe principal component
analysis, eigenvalue, and eigenvector features. Fi-
nally, optimize convolutional neural networks by
inserting features. DNN and SVM second classifiers
classify in the fourth phase. The DNN classifier av-
eraged 99.02% accuracy versus SVM’s 98.64%. The
FRA and RFF evaluations demonstrate the proposed
work’s strength. This reduced DNN (FAR 0.018, FRR
0.003) and SVM (FAR 0.023, FRR 0.06) error rates.
These ratios, below one, improve detection accuracy.
DNN had 95.8% accuracy, FAR 0.039, FRR 0%, and
SVM 95.2% accuracy, FAR 0.047, FRR 0.98 on the
AMSL dataset.

Singh et al. [15] proposed an S-MAD architec-
ture that can spot face-morphing attacks by using
a number of attributes, classifiers, and comparison
scores at different levels. Human post-processing cre-
ates artifact-free face-morphing photographs in our
new dataset. The collection includes digital, print-
scan (PS-1 re-digitized by DNP and PS-2 by CANON),
and compression photos. They extensively tested the
suggested strategy using two evaluation methods
to compare it to existing methods. In two evalua-
tion protocols, the new strategy outperforms existing
methods.

Ibsen et al. [16] proposed a new framework
and loss function to enhance the resilience of deep
learning-based facial recognition systems against
morphing attacks. They improved a neural network
structure that uses a special TetraLoss function to
tell the difference between topic embeddings and
morphing attack embeddings in morphed data. Re-
sults indicate that the suggested strategy can improve
the performance of state-of-the-art face recognition
systems against morphing attacks while maintain-
ing excellent performance. At FMR = 0.1%, two
distinct backbone architectures enhance RIAPAR by
at least 45%, ensuring operational relevance for
ArcFace, MagFace, and AdaFace. Ramesh et al.
[17] proposed a deep convolutional neural network-
based morphing attack detection approach. Training
and testing components of their image-morphing
process were interchangeable. Due to compression
and anti-forensic measures, the networks used se-
mantic artifact-focused data. They scaled, rotated,
and cropped the images before feeding them into
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Fig. 2. The design of the proposed face morphing attack detection system.

traditional manipulation traces. They also added
noise and blur to the training and test data sets
and trained three convolutional neural network ar-
chitectures from pretrained networks. The trained
networks’ FRR ranges from 3.5% to 16.2% and FAR
from 0.8% to 2.2%. The VGG19 The trained model
has the best FRR and FAR, 3.5% and 0.8%, re-
spectively. Senthil et al. [18] suggested approach,
utilizing CNN (Convolutional Neural Network), safe-
guards individual privacy and data. It distinguishes
between an artificially generated character and a
real human in the image. This ensures that only
authorized individuals can access their information.
Industries like security, law enforcement, financial
services, education, government services, and retail
utilize facial recognition technologies. If unautho-
rized individuals access the aforementioned sections,
the outcome will be perilous. The efficacy of the sug-
gested system is evaluated by accuracy, precision, and
sensitivity. Experimental results demonstrate that the
CNN-based facial recognition system excels.

To reduce the computational cost, we have used
three types of feature extracts in our proposed ap-
proach: a deep learning technique based on transfer
learning, HOG, and LBP. We fuse the extracted
features to train SVM and DNN classifiers for the
detection of real and morphed face images.

3. The proposed approach

This section discusses the details of the presented
model, which has three steps. The first step is the pre-
processing stage. The second stage utilizes ResNet50,
HOG, and LBP for feature extraction, while the fi-
nal stage involves classification utilizing DNN and
SVM classifiers. Fig. 2 illustrates the architecture of
the proposed method. The primary objectives of our
technique are to enhance accuracy while minimizing

the model’s training duration. The subsequent subsec-
tions contain an explanation of each stage.

3.1. The preprocessing stage

Most feature extractors require prior preprocessing
of the facial image. The efficacy of feature extrac-
tors depends upon the resolution of the analyzed
image [19]. Image preprocessing involves converting
unprocessed image data into a usable and meaning-
ful format. It facilitates the elimination of unwanted
distortions and the enhancement of essential charac-
teristics for computer vision applications [20]. Fig. 3
shows the preprocessing stage. Our approach involves
performing the following actions:

1. Resizing: Standardizing image dimensions is
essential for the optimal performance of ma-
chine learning algorithms. We chose the size
224*224*3 so that all images are identical and to
fit the size required by the pre-trained networks
(ResNet50).

2. Face detection using Viola Jones algorithm:
Face detection is a fundamental and significant
task within the domain of computer vision. Face
identification and detection in images and video
streams provide the basis of numerous applica-
tions, including facial recognition systems and
digital image processing [21]. Among the other
algorithms created to address this challenge, the
viola jones algorithm face detection has emerged
as a revolutionary method known for its rapidity
and precision [22]. Fig. 4 show an example of
face detection using Viola-Jones algorithm.

In the following sections, we will examine the four
primary steps of the Viola-Jones algorithm [23].

1. Selecting Haar-like features: Haar-like
features are utilized in digital image processing
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Fig. 3. Preprocessing stage.

Fig. 4. Fece detection utilizing Viola-Jones algorithm.

for object recognition. All human faces exhibit
certain common features, such as the eye region
being darker than adjacent pixels and the nose
region being brighter than the eye region. There
are three types of Haar-like features that Viola
and Jones identified in their research: edge
features, line features, and four-sided features.

2. Creating an integral image: An integral image
refers to both a data structure and the algorithm
employed to generate it. It serves as a rapid and
effective method for computing the aggregate
of pixel values in an image.

3. Running AdaBoost training: By providing
training data, a machine learning algorithm
trains AdaBoost to identify significant features,
enabling it to learn and make predictions based
on that knowledge. The method establishes
a minimum threshold for evaluating the
classification of a feature as beneficial or not.

4. Creating classifier cascades: Maybe the
AdaBoost will finally select the best features
around say 2500, but it is still a time-consuming
process to calculate these features for each
region. We have a 24 × 24 window in which
we slide over the input image, and we need to
find if any of those regions contain the face.

The job of the cascade is to quickly discard
non-faces and avoid wasting precious time and
computations. This process ensures the speed
required for instantaneous face identification.

3.2. Feature extraction and features fusion

In this work, we utilize three types of descriptors
and integrate them, which we will discuss in details.

3.2.1. Feature extraction
The feature extraction step uses three types of de-

scriptors: ResNet50, which has 2048 features per
image; Histogram of Gradient (HOG), which has 1296
features per image;and Local BinaryPattern (LBP),
which has 882 features per image. Fig. 5 illustrates
the feature extraction stage.

A. ResNET50: Transfer learning is a technique
when a model developed for one task is
employed as the basis for a model addressing a
different difficulty. The objective is to transfer
the weights acquired by a network from the first
task to a new second task. The learning process
begins with patterns identified during the
execution of a task related to the subject being
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Fig. 5. Feature extraction using multi-techniques.

Fig. 6. ResNet-50 architecture [25].

studied rather than starting anew. Applications
that require substantial computational
resources, like computer vision, natural
language processing, and image classification,
predominantly employ transfer learning.

We suggested a pre-trained deep residual
network, ResNet-50, for the extraction of image
features.ResNet-50, a deep residual network that
emerged victorious in the ImageNet competition
2015. The “50” indicates the number of layers
it possesses. The primary innovation of ResNet,
and the principal justification for proposing this
model over other pre-trained models, is the skip
connection. The skip connection allows input
shortcuts to bypass the other weight layers
inside the block. By transmitting the shortcut
input without multiplying it by a layer’s weight
matrix, this attribute reduces the computational
expense [24]. Fig. 6 illustrates the ResNet-50
architecture.

The present work used the ResNet 50 model
for feature extraction, as shown in Fig. 2. Using
these steps:

1. To obtain outputs for 1000 distinct classes,
remove the fully connected layers from the
pre-trained ResNet-50 model, trained on
the AMSL dataset.

2. Restrict the remaining layers of ResNet-50
to function solely as a feature extractor for
the new dataset.

B. Histogram of Gradient: Numerous techniques
in computer vision are developed to extract
spatial features for object identification by
utilizing information regarding image gradients
[26]. HOG, or Histogram of Oriented Gradients,
is one such algorithm. A histogram is an
approximate representation of the distribution
of numerical data resembling a bar graph. Each
bar signifies a collection of data that resides
inside a specific range of values, referred to
as bins. Orientation refers to the direction
of an image gradient. HOG will generate a
histogram of gradient orientations in an image.
To classify the output into two categories in
this feature extraction descriptor, we retrieve
a 1296-dimensional vector from the new
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Fig. 7. Computing techniques for LBP values. Each 3 × 3 pixel block in the image is represented by an LBP value [29].

dataset, which includes both real and morphed
samples.

We implement the HOG technique using the
following steps [27]:

i. Compute the magnitude and direction of
the gradients for each pixel in the input
image.

ii. Segment the image into uniformly sized
cells. The size of the cells is an optional
feature. You must select the dimensions
to ensure that the features align with the
cell’s scale.

iii. Categorize the gradient orientations of all
pixels within each cell into a predetermined
number of orientation bins. Total slope
magnitudes in each bin represent bin
heights.

iv. Organize the cells into uniformly sized
blocks. Stride refers to the extent of the
block window’s displacement across the
image.

v. Normalize the cell histogram with relation
to the other cells inside the block. All
normalized histograms from the blocks
will be aggregated into a single feature
vector. The feature vector is referred to as
the HOG descriptor.

C. Local Binary Patterns (LBP): Local Binary
Pattern (LBP) is a widely utilized texture
descriptor in the field of computer vision. It
functions on images by assigning a binary code
to each pixel through comparisons with adjacent
pixels. To implement LBP, we segment a picture
into multiple local regions and successively
retrieve LBP features from these regions. We
subsequently concatenate the LBP features to
generate a comprehensive description of the
image. As illustrated in Fig. 7, LBP generally
functions on 3 × 3 pixel blocks, wherein the
disparity between the central pixel and its eight
neighboring pixels is utilized as the local texture
feature representation [28].

We convert the images in the AMSL dataset
from RGB to gray and retrieve an 882-
dimensional vector from the dataset, which
includes both real and morphed images.

3.2.2. Features fusion
We have extracted 2048-d features from the Deep

Residual Features, 1296-d features from the His-
togram of Gradient (HOG) descriptor, and 882-d
features from the Local Binary Pattern (LBP) descrip-
tor from the AMSL dataset, which contains real and
morph images, respectively. We fuse all these fea-
tures, resulting in a total of 4226-d features, that we
utilize for training SVM and DNN classifiers for the
classification of real and morph images.

3.3. Classification

The ending step of the suggested model is
classification, utilizing two classifiers: SVM and
DNN. The machine learning algorithm Support
Vector Machine (SVM) categorizes both linear and
nonlinear data with great efficiency, particularly in
binary classifications [30]. DNN denotes deep neural
networks, which are components of CNN [31]. Both
of them classify effectively by training the network
using weights to minimize the error between the
output and the desired class.

4. Experimental results and discussion

This section explains the accuracy, robustness, and
variety achieved by our multiple training tables, in
addition to the insights derived from both types of
machine learning and deep learning. We also exam-
ined the biometric quality of the modified images of
faces. The following metrics evaluated the efficacy of
the proposed model in identifying morphing faces:
Accuracy (ACC), False Acceptance Rate (FAR), and
False Rejection Rate (FRR) [32, 33]. Eqs. (1) to (3)
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Fig. 8. Sample from AMSL dataset.

Table 1. AMSL Dataset without augmentation.

Class of AMSL dataset Number of images

Real 201
Morph 2000

Table 2. AMSL Dataset with augmentation.

Class of AMSL dataset Number of images

Real 1030
Morph 2000

describe the evaluation metrics:

ACC = (TP+ TN) / (TP+ TN + FP+ FN) ∗ 100 (1)

FPR = FP/ (FP+ TN) (2)

FNR = FN/ (FN + TP) (3)

We trained the proposed model using the AMSL
dataset. The AMSL dataset contains real images of
201 persons from the Face Research Lab London
collection and 2000 morph images, as detailed in Ta-
bles 1 and 2. AMSL was chosen because it has a higher
quality morphing process, a wider range of subjects,
and a controlled environment. This makes it a reliable
standard for testing morphing attack detection meth-
ods. This dataset makes sure that the simulations of
real attacks are accurate and provides a solid founda-
tion for testing and training detection methods. Fig. 8
illustrates a sample from the AMSL dataset.

The results illustrate the use of various feature ex-
traction methods, including Resnet50, HOG, and LBP,
utilized both separately and in conjunction. Finally,
we merged these techniques in order to train sup-
port vector machine (SVM) and deep neural network
(DNN) classifiers for the classification of real and
morph images Table 3. We evaluate the accuracy uti-
lizing ResNet50 (with 2048 features). The DNN clas-
sifier obtains an accuracy of 95.55%, a FPR of 0.060,

Table 3. Performance metrics with ResNet50.

Model Accuracy FPR FNR

DNN 95.55 0.060 0.025
SVM 93.51 0.104 0.018

Table 4. Performance metrics with LBP.

Model Accuracy FPR FNR

DNN 95.71 0.070 0.005
SVM 95.45 0.070 0.009

Table 5. Performance metrics with HOG.

Model Accuracy FPR FNR

DNN 82.65 0.223 0.100
SVM 89.199 0.143 0.009

Table 6. Performance metrics with ResNet50 and HOG.

Model Accuracy FPR FNR

DNN 96.26 0.030 0.015
SVM 96 0.040 0.022

and a FNR of 0.020. The SVM classifier achieves an
accuracy of 93.51, a FPR of 0.104, and an FNR of
0.018. Table 4 shows the accuracy of the LBP, which
contains 1296 features. The DNN classifier achieves
an accuracy of 95.71%, a FPR of 0.070, and a FNR
of 0.005. The SVM classifier achieves an accuracy
of 95.45%, an FPR of 0.070, and an FNR of 0.009.
Table 5 illustrates the accuracy of the HOG classi-
fier, which utilizes 882 features. The DNN classifier
achieves an accuracy of 82.65, a FPR of 0.223, and
a FNR of 0.100. The SVM classifier achieves an accu-
racy of 89.199, a FPR of 0.143, and a FNR of 0.064.

Table 6 shows the accuracy using ResNet50 and
HOG(total features 2930). With the DNN classifier,
the accuracy is 96.26, the FPR is 0.030, and the FNR
is 0.015. With the SVM classifier, the accuracy is 96,
the FPR is 0.040, and the FNR is 0.022. Table 7 shows
the accuracy using ResNet50 and LBP(total features
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Fig. 9. Architecture of deep neural network classifier.

Table 7. Performance metrics with ResNet50 and LBP.

Model Accuracy FPR FNR

DNN 96.33 0.031 0.019
SVM 96.15 0.042 0.022

Table 8. Performance metrics with HOG and LBP.

Model Accuracy FPR FNR

DNN 93.83 0.101 0.011
SVM 92.96 0.030 0.020

Table 9. Performance metrics with ResNet50, HOG and LBP.

Model Accuracy FPR FNR

DNN 98.62 0.030 0.001
SVM 97.39 0.045 0.003

3344). With the DNN classifier, the accuracy is 96.33,
the FPR is 0.031, and the FNR is 0.019. With the SVM
classifier, the accuracy is 96.15, the FPR is 0.042,
and the FNR is 0.022. Table 8 shows the accuracy
obtained using LBP and HOG(total features 2178).
With the DNN classifier, the accuracy is 93.83, the
FPR is 0.101, and the FNR is 0.011. With the SVM
classifier, the accuracy is 92.96, the FPR is 0.030, and
the FNR is 0.020.

Table 9 shows the accuracy using combined fea-
tures Resnet50, HOG, and LBP (total features 4226).
With the DNN classifier, the accuracy is 98.62, the
FPR is 0.030, and the FNR is 0.001. With the SVM
classifier, the accuracy is 97.39, the FPR is 0.045, and
the FNR is 0.003.

As shown in Fig. 9, the DNN classifier sends each
image’s 4226 features to a three-layer feed-forward
network. This network has two sigmoid hidden layers
with 5000 and 50 neurons each, as well as soft-
max output neurons that guess between two outputs:
real or morph. The network undergoes training us-
ing scaled conjugate gradient back propagation. We
calculated the network’s performance using cross-
entropy and found that minimizing cross-entropy
leads to excellent classification. Table 9 shows a
comparison of the performance of SVM against the
DNN classifier; results show that DNN outperforms
SVM in accuracy. Table 9 demonstrates that the com-
bined feature techniques (Resnet50, HOG, and LPB)

Table 10. Our model’s accuracy compared to other CNN models.

Model Accuracy FPR FNR

Hosny et al. [34] 94.65 0.095 0.033
Rangarajan et al. [35] 95.12 0.088 0.072
Rangarajan et al. [35] 94.20 0.230 0.041
Li et al. [36] 93.11 0.114 0.243
Li et al. [36] 95.5 0.075 0.099
Iman et al. [14] 95.8 0 0.039 0
Our Proposed Approach 98.62 0.030 0.001

achieved the highest accuracy when compared to
other techniques, as shown through Tables 3 to 8.

We compared the proposed work with a set of
ready-made CNN models, as shown in Table 10. These
results clearly demonstrate that our proposed ap-
proach outperformed the state-of-the-art methods in
accuracy.

5. Conclusion

This study aims to distinguish morphing attack
images from real images by employing a structured
preprocessing, feature extraction, and classification
approach. First, face detection is performed using
the Viola-Jones algorithm, followed by image re-
sizing to ensure uniformity. Feature extraction is
conducted through three distinct methods: (i) deep
learning-based transfer learning using ResNet50,
(ii) Histogram of Oriented Gradients (HOG) for cap-
turing shape-based features, and (iii) Local Binary
Patterns (LBP) for extracting texture-based features.
These methods are combined to enhance feature
representation while reducing computational cost.
For classification, Deep Neural Networks (DNN) and
Support Vector Machines (SVM) are utilized. The
proposed model is evaluated on the AMSL dataset,
which presents a challenging scenario due to the
minimal differences between real and morphed im-
ages, creating a strong electronic illusion. Despite
these challenges, the fusion of ResNet50, HOG, and
LBP features achieves high detection accuracy. The
DNN classifier achieves an accuracy of 98.62%, a
False Positive Rate (FPR) of 0.030, and a False Neg-
ative Rate (FNR) of 0.001, while the SVM classifier
achieves an accuracy of 97.39%, an FPR of 0.045, and
an FNR of 0.003. Experimental results demonstrate
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that the fused feature extraction approach signifi-
cantly improves classification performance compared
to individual methods. Moreover, the proposed model
outperforms previously published approaches, in-
cluding VGG and AlexNet, in terms of accuracy. For
future work, we plan to incorporate a feature selec-
tion method to identify and retain the most significant
features while removing redundant and less informa-
tive ones.
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