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ABSTRACT

Speech recognition-based applications increased and developed as a result of artificial intelligence’s rapid growth,
particularly Machine Learning, which play a crucial role in many aspects of daily life, such as applications related to
human-computer interaction, and natural language processing. The complexity and diversity of speech signals provides
challenges in maximizing the rate of accuracy and efficiency of speech recognition systems. Hyperparameter tuning
is a crucial step in machine learning that has a significant role in optimizing the performance and generalization by
determining the optimal values for the model’s hyperparameters. This paper employed the recently developed WAR
Strategy optimization algorithm for optimizing the features related to the speech signal and tuning the hyperparameters
of machine learning typical models for accurate and rapid speech recognition. Two types of features are extracted from
the speech signal including the spectral feature using the Mel-Frequency Cepstral Coefficients (MFCCs) technique and
the statistical features. Afterward these features are optimized using the WAR Strategy optimization algorithm to obtain
the optimum features set that describe the speech signal important information. Finally, the hyperparameters of six
classical machine learning models are tuned to serve as newly designed classifiers in the final classification phase of the
proposed system. Three different language speech datasets are used to evaluate the proposed system (i.e. English, Arabic,
Malaysian) to prove the high generalization property of the proposed system. The obtained recognition accuracy that
was ranging from 98.38% to 100% in a training time between 0.001 to 19.8 second demonstrate the high effectiveness
of the proposed speech recognition system in dealing with the many obstacles facing the recognition of speech signal
within high accuracy, low resources requirements, and minimum training time.

Keywords: Speech recognition, Feature extraction, Feature optimization, Hyperparameters tuning, WAR strategy algo-
rithm, Machine learning

1. Introduction fundamental, widespread, efficient, and natural form
of human communication is speech, that relies on

Communication between people is necessary for  the vocal tract with the help of tongue, and mus-
the sharing of information, expressing their feelings  cles to produce it [1]. Speech is a dynamic and
and needs, and transferring knowledge. The most  complex signal that undergoes continual changes in
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both frequency spectrum and strength over time [2].
Currently, there is a strong emphasis on creating user-
friendly platforms that allow humans to interact with
computers utilizing their natural communication abil-
ities. In which, people are so comfortable with speech
and have the desire to interact with computers using
it, rather than having to resort to primitive interfaces
such as keyboards and pointing devices [3]. This
has led to the appearance of the automatic speech
recognition systems that are considered as one of
the main fields of acoustical speech signal analysis
[4]. Speech recognition is a fundamental method in
human-machine interaction that aims to convert spo-
ken words into text using algorithmic rules executed
by machine software. However, the wide range of
human speech patterns and dialects poses a major
obstacle in creating a standalone speech recognition
system [5]. Whereas the speech signal is subject to
various fluctuations based on factors such the gen-
der, societal pattern/dialect, speaking manner, and
velocity. Moreover, the acoustic environment varia-
tions, like using different acquisition devices, noisy
signals, mispronunciations, and speech overlapping
can influence on the system effectiveness of a speech
recognition [6]. Establishing an automatic speech
recognition system capable of effectively addressing
all the complexities associated with speech signals,
while achieving optimal performance and minimizing
time and resource requirements, poses a significant
challenge. Currently, such speech recognition systems
are available for a limited number of languages, from
the total 6500 languages spoken worldwide [7]. The
speech recognition is one of the problems in the field
of pattern recognition, and many Machine Learning
(ML) based models including the traditional and the
advanced one like deep learning has been adopted
widely in solving it and achieved an acceptable recog-
nition rate [8]. However, these models have some
limitations that have not been solved yet including
the required time, the computational cost, the gen-
eralization, and the vast amount of data required for
training [9]. There has been a recent uptick in the
use of metaheuristic optimization methods to fine-
tune ML for tasks like speech recognition, biometric
identification, and natural language analysis. Due to,
these algorithms can handle high-dimensional spaces
problems and improve the search ability in finding
the best parameters and features for representing the
data, so reducing the time and improving the sys-
tems efficiency [10]. Many metaheuristic algorithms
have been employed for either feature selection or
hyperparameters tuning of ML models [11]. Feature
selection is crucial in developing an efficient speech
recognition system since spoken language encom-
passes numerous aspects that enable us to convey
information beyond mere words [12]. Additionally,

Finding the optimal values for the model’s hyper-
parameters allows to further optimize the model’s
performance and get better outcomes from ML [13].
While there have been previous efforts in the subject
of speech recognition, to our knowledge, there is a
lack of substantial study on optimizing the extracted
features and hyperparameters of the speech classifi-
cation model. Researchers often encounter challenges
while attempting to discern the pertinent character-
istics from a feature vector with a high dimension
and exclude the irrelevant or less significant features
that have less impact on the performance to enhance
the accuracy of the learning model. Moreover, de-
termining the intended parameters of the ML model
that need to optimize to make the model perform in
more efficient manner is a job that required many
experiences.

To this end, a new metaheuristic algorithm so called
WAR Strategy is adopted in this paper in order to
optimize the features extracted set and perform a
hyperparameters tuning for six ML algorithms for
effective speech recognition. The feature optimiza-
tion within the WAR Strategy algorithm reduces the
dimensionality and helps to identify the best set of
features relevant to represent the speech signal. More-
over, tuning the hyperparameters of the ML makes
the training time reduced along with the recognition
time and overcomes the generalization problem. In
which, the introduced system has achieved a high rate
of accuracy in recognizing the speech signal in three
different languages.

2. Related works

Recently, the metaheuristic optimization algo-
rithms utilization has been extended in speech recog-
nition problems. However, there is little research in
using these algorithms in optimizing the recognition
process of the speech in different languages. The
main utilization of these optimization algorithms is
either for selecting the best feature set representing
the speech signal or tuning the classifier parameters.
In [14], utilized a hybrid bioinspired algorithm that
depends on two algorithms including the Artificial
Bee Colony (ABC) and Particle Swarm Optimization
(PSO) to select the best set of features. This system
is mainly composed of three main phases includ-
ing preprocessing, extracting and selecting the best
features, and recognition using the Support Vector
Machine (SVM) model. It has been evaluated on three
datasets of natives of India categorized on names
of fruits, animals, and a combined signal of recog-
nition accuracies of 92.32%, 94.47%, and 91.55%
and error rate of 0.076, 0.055, 0.084 sequentially. In
[15], a proposed a hybrid optimization algorithm so
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Table 1. The gap analysis of the related works.

Study Methodology

Limitation

[14] Hybrid algorithms (ABC) and (PSO) for features selection and

SVM for classification
[15] Combined PPO and CSO for optimizing ANN weights

[16] Adjust the inner layers and neurons of ANN using the
Opposition ABC algorithm

[17] Uses the PSO for feature optimizing along with SVM for
classification

[18] Combines BBA and LAHC for feature selection and random

forest for classification

[19] Combines HS and NMR algorithms for features selection and

applied the random forest for classification

[20] The parameters of HMM model is adjusted using the BFOA.

[21] The inner layers of DNN are adjusted using WOA

[22] The RNN has been optimized GOA.

High computational complexity, time consuming, and poor
generalization due it has not been tested on different
language or big dataset.

High computational cost, time consuming, and limited
scalability

The evaluation was done on a specific dataset with
controlled conditions, so it has poor generalization

Cannot be generalizable to larger vocabularies and did not
address the variations in the speakers’ voice or accent.

Limited generalizability beyond Indian languages, and lacks
testing in noisy conditions.

Did not address the time required, has a computational
complexity due to the use of two optimization algorithms
and lacks testing in noisy data.

High computational cost, limited scalability to larger
vocabulary tasks and lacks multilingual applications, so it
shows poor generalization

Limited testing with real-time, noisy, or low-resource
language conditions

Shows a poor generalization, in which it lacks
cross-linguistic adaptability and have not been tested on
noisy data

called Predator-Inuenced Civilized Swarm optimiza-
tion, which integrate the Civilized Swarm Optimiza-
tion (CSO) in addition to Predator Prey Optimization
(PPO) and use it to adjust the weights related to biases
of the Artificial Neural Network (ANN). It has been
tested using two datasets: TI-46 isolated spoken word,
and a recorded Hindi numeral, with 0.321 Mean
Square Error. In [16], the focus was on designing
a speech recognition system that can recognize the
vocabularies having many similar sounding words.
First the structure of ANN is adjusted using the al-
gorithm of Levenberg-Marquardt, second the inner
layers and neurons are farther more adjusted using
the Opposition ABC algorithm. 30 speech signals from
36 persons (16 females and 20 males) are considered
for evaluation and give a 99.36% accuracy. In [17],
uses the PSO to optimize the extracted features using
the MFCC and apply the SVM for recognition aiming
to minimize the complexity of computing and pro-
cessing time. the utilized dataset is composed of voice
signal commands in Brazilian Portuguese language.
The system has achieved 92% for actions commands
and 99% for digits commands. While the execution
time of the system with one speaker and a 2 x 2
matrix was equal to 3.6 seconds. In [18], a new
feature selection procedure has been developed by
hybridizing Binary Bat Algorithm (BBA) with Late
Acceptance Hill-Climbing (LAHC). The main aim is
to develop a model having a reduced complexity and
time for identifying different Indian languages. The
Random Forest (RF) classier has been adopted and
achieved a 92.35% accuracy on Indic TTS database

and 100% accuracy on the Indic Speech database. In
[19], present a system to identify the spoken language
type to so can be adopted in the applications re-
lated to Human-Computer Interaction (HCI). With the
use of the two algorithms including Harmony Search
(HS) and Naked Mole-Rat (NMR) the. It has been
tested on three datasets: CSS10, VoxForge, Madras,
using many ML classifiers. The random forest has
achieved the highest results which equal to 99.89%,
98.22%, and 99.75% on the three datasets. In [20]
the parameters of the Hidden Markov Model (HMM)
including observation and transition probabilities are
adjusted with the use of algorithm of Bacterial Forag-
ing Optimization (BFOA). The results exhibit a high
improvement of accuracy rate at signal/noise ratios
of 15 dB for Arabic speech with a recognition rate
equal to 92%. The inner layers along with the neurons
of Deep Neural Network (DNN) in [21], are adjusted
using the Whale Optimization algorithm (WOA). The
main goal is to reduce the computational time when
recognizing a dataset having large vocabularies. The
validation process utilized real-time data captured
under uncontrolled conditions for both isolated and
continuous signals. The system shows accuracy rates
equal to 99.6%, and 98.1% for isolated and continu-
ous signals in sequence. In [22], the Recurrent Neural
Network (RNN) has been optimized for recognizing
the Marathi language using Grasshopper Optimiza-
tion Algorithm (GOA). It has been tested on a dataset
recorded using many individuals and shows a 96% 12
accuracy of recognition. Table 1, summarize the gap
analysis of the related works.
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Taking into account the aforementioned related
works of using the metaheuristic optimization algo-
rithms for speech recognition, the main problems are
the time, generalization, and noisy data handling. In
this paper a new speech recognition system is intro-
duced that depends on the use of the newly developed
WAR Strategy algorithm within ML algorithms with
the following contributions:

» Apply the WAR Strategy algorithm to optimize the
features extracted from speech signals to acquire
the most realistic and powerful feature set to over-
come the variations and noise in speech signal.
Utilize the WAR Strategy optimization algorithm
to optimize six classical ML models by tuning the
hyperparameters for accurate speech recognition
with a minimized training time.

Assess the suggested speech recognition system’s
excellent generalization capacity on three pub-
licly available speech datasets in three languages:
English, Arabic, and Malaysian, that exhibit sig-
nificant differences.

The following parts of this paper are organized
in the following order: In Section 3, an overview
of the WAR Strategy optimization method is given.
The proposed speech recognition system phases in-
clude extraction of features, feature optimization,
hyperparameters optimization of six classifiers, and
classification, are outlined in Section 4. In Section 5
the outcomes obtained by implementing the sug-
gested approach on three speech datasets of variant
languages from three case studies, along with a dis-
cussion of these outcomes. Section 6 presents a suc-
cinct of the conclusions and potential future research.

3. WAR strategy optimization algorithm

Metaheuristics are a collection of optimization al-
gorithms that have been developed to address the
challenging and time-consuming problems in numer-
ous fields and applications of today’s world. The
functionality of these algorithms is basically inspired
by the natural or social phenomena and this what
makes it offer an effective and adaptable strategies
for addressing challenges that traditional optimiza-
tion methods may find challenging, whereas the main
intent of the metaheuristic algorithms is to max-
imize the systems performance by identifying the
optimal or near-optimal solutions in a specific prob-
lem domain. many problems have been solved and
optimized using these algorithms such as problems
related to scheduling, routing, optimizing of function,
features selection, and tuning of ML hyperparameters
[23]. The WAR Strategy Optimization Algorithm is a

recently developed metaheuristic algorithm that has
been designed to address the various optimization
challenges. Its main source of inspiration is derived
from the strategic maneuvers employed by armed
units during times of conflict in which every sol-
dier independently moves towards the most favorable
value. This algorithm incorporates two generally ac-
knowledged military tactics, specifically attack and
defensive strategies in which the position of each
soldier in the battlefield is adjusted based on the
currently implemented strategy. To improve the algo-
rithm’s convergence and durability, a new method for
updating weights and a strategy for moving underper-
forming individuals are developed. The introduced
WAR Strategy algorithm is very effective in balanc-
ing the exploration and exploitation phases, with a
rapid convergence speed in multiple search domains.
Algorithm 1 exhibits the steps of the WAR Strategy
optimizer in detail [24].

4. Methodology framework

The speech recognition system described in this
work is made up of several steps, and each one is
very important for reaching the goals. The speech
dataset is split into two different groups at the begin-
ning, as shown in Fig. 1, before the system processes
begin. Seventy percent (70%) of the information is
used to train the system, and the other thirty percent
(30%) is used for testing and evaluation. Two types
of features are extracted as the first phase of the
proposed system, including the statistical and spectral
features. Afterward, the extracted features are opti-
mized within the use of the metaheuristic algorithm
(i.e. WAR Strategy) to obtain the optimal features
set that illustrates the data precisely. Subsequently,
the WAR Strategy optimization also will be used for
hyperparameters tuning of six traditional ML models
to obtain developed classifiers that will be utilized
in the final phase of the proposed speech recognition
system. The subsequent subsections will offer a com-
prehensive breakdown of each stage, accompanied
by an analysis of the rationale and advantages of its
implementation.

4.1 Feature extraction

Speech signals are continuous-time waveforms that
contain a vast amount of information with high vari-
ability, so features extraction is crucial step when
recognizing the speech signal using ML since it
transforms these raw speech signals into a suitable
representation that captures relevant information
for the recognition. Choosing a suitable feature
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Algorithm 1: The Metaheuristic WAR Strategy Optimizer

Initialize A = 30 // The forces size
Iterations = 1000.
Ki = Zeros (1, dim) // site of the king.
FC = Zeros (1, dim) // site of the forces Commander.
PE, = 0:5 // the regarded percentage of the war strategies (attack, defense)
RA = zeros (1, A).
WI = 2 x ones (1, A). // Parameter of the weight
V; = prior site of the FC
Vi(u+ 1) = The new site of FC
Input: highest bound.
lowest bound.
The diffusion space // the dimension of the war area.
Begin:
Diffuse the forces in the war space randomly for attack.
Fori=1toA
Determine the offensive capabilities of each combatant.
End For
Arrange the offensive capabilities (fitness) of the combatants.
Select the combatant having highest fitness to be appointed as a King (Ki)
Select the combatant with second-highest fitness to be appointed as a commander (FC)
While j < Iterations

Fori=1to A
PE = rand.
If PE < PE,

Update the positions of the combatants based on the positions of Ki, the army head and a random
combatant // Defense
Vitu+1) = Vi(u) + 2 x PE x (Ki — Vygng(W)) + rand x WI; x (FC — V;(u))// Exploration
Else
Update the position of all combatants based on the positions of (Ki), and (FC) // Attack
Vi(u+1) = Vi(u) + 2 x PE x (FC — Ki) +rand x (WI; x Ki — V;(u)) // Exploitation.
End if
Compute the magnitude of the offensive power for each combatant.
Arrange the offensive capability of each combatant.
If the offensive power in the new site (E,) < the previous site (E,)
Update the position of every soldier to be in the previous position.
Vilu+1) = (Vi(u+1) x (E, > E)+Vi(u) x (E, <E,)
Update both rank and weight of all combatants.
RA; = (RA; +1) x (Epn > Ey) +RA; x (En < Ey)
End if.
End for
Define the combatant having the lowest offensive power as weak combatant.
Transfer the weak combatant.
Vy(u+1) = -1 — randn) x (V,,(t) — median(V)) + Ki
Update the site of the Ki and FC
u=u-+1
End while.
Return the offensive power and site of the King.
End
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Fig. 2. The MFCC technique main steps followed for features extraction.

extraction technique exerts a substantial influence on
the accuracy and the overall performance of speech
recognition systems because it effects on the ro-
bustness against variability, reducing dimensionality
making the model focus only on the relevant informa-
tion, reducing computational complexity and mem-
ory requirements and avoid overfitting, especially
when dealing with high-dimensional input data. In
this paper two types of features are extracted for the
speech signal including nine statistical features and
eleven acoustic and spectral features using the Mel
Frequency Cepstral Coefficients (MFCC) technique.

4.1.1. Mel frequency cepstral coefficients (MFCC)
features

MECC is a fast, reliable and easy, and widely uti-
lized feature extraction technique in speech and audio
signal processing. Its main aim is to capture the essen-
tial spectral and perceptual characteristics of a sound
signa, in which it mimics the human auditory system
utilizing the established variations in the essential
bandwidth and frequency of the human ear [25].

The MFCC decreases the frequencies of the entered
speech signal and represents them as coefficients
depending on a linear cosine transform of a log power
spectrum on a nonlinear mel scale of frequency. This
feature extraction technique is robust to variations in
speaker characteristics, background noise, and other
acoustic conditions [26]. A sequence of steps must be
followed in order to implement the MFCC technique
and obtain the desired feature set as shown in Fig. 2.

Step 1. Pre-emphasis: is a technique of signal pro-
cessing, utilized to improve spectral characteristics
and minimize artifacts. By applying pre-emphasis, the
signal’s high-frequency content is enhanced, which
in turn improve the intelligibility and quality of
speech signals, as high-frequency components often
carry important information related to consonants
and details in the audio. The widely utilized filter for
pre-emphasis is a first order type [27].

Step 2. Framing and Hamming Windowing:
refers to the process of dividing the speech signal
into short, overlapping segments so called frames,
that typically contains a small section of the signal
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Table 2. Statistical measures descriptions.

Mean Provides information about sound signal average loudness or intensity over a specific time interval.

SD Identify abrupt changes or events in the signal. Sudden increases in SD might indicate the presence of an event or a
significant change in the sound. Thus, used for quality assessment, noise and events detection in the sound signal

ZC Used to represent the pattern of speech in sound signal. It identifies the points where the signal changes rapidly and
differentiates between voiced and unvoiced speech segments. slowly speech means high ZC value, In contrast low ZC.

Amplitude  The loudness and intensity of speech signal (energy).

Min The minimum amplitude in the speech signal

Max The maximum amplitude in the speech signal

Variance A measure of amplitude variability and used in sound signal analysis to capture information about fluctuations in
amplitude values.

Mod Describe the small differences, variations, or changes that occur, whether it’s in amplitude, frequency, phase, or other
characteristics of the sound.

Pitch It is a perceptual attribute that corresponds to the sensation of how high or low a sound is. for example, women’s voice

sharper than men

typically around 20 to 40 milliseconds in duration.
And afterward multiply each frame by specific win-
dowing function. The framing balance of the trade-off
between time and frequency resolution in signal
analysis, and its overlapping nature helps to reduce
artifacts and discontinuities that can occur at the
edges [28]. The utilized windowing function in this
paper is the Hamming type which is a symmetric
windowing designed to minimize the side lobes in the
frequency domain. This helps in achieving better fre-
quency resolution and reducing spectral leakage. The
formula for the Hamming window is given by [29]:

D (g) = 0.54 — 0.46 x cos ((278) / (Z — 1)) @D

where D(g) refers to the window’s value at sample
index g, while Z is the overall count of samples in
the window.

Step 3. Fast Fourier Transform (FFT): is an effi-
cient, and rapid method used to transfer the domain
of the speech signal from time to frequency, by com-
puting the frequency spectrum and making it suitable
for real-time applications [30]. The FFT can pro-
vide information about the signal’s spectral content,
including the magnitudes and phases of different fre-
quency components [31].

Step 4. Mel Filter Bank: it is composed of filters
type triangular utilized to calculate the sum weights
related to the filter spectral components resulting in
an output that closely resembles the Mel scale. It
mimics the auditory system of the human being’s
frequency resolution, which is more perceptually rel-
evant than the linear frequency scale [32].

Step 5. log Mel spectrum: The logarithm of the
Mel filter bank outcomes is taken to compress the dy-
namic range and approximate the non-linear human
perception of loudness [33].

Step 6. Discrete Cosine Transform (DCT): it is
implemented to return the log Mel spectrum back to
the spatial domain by dividing the data of a sequence

of finite length into discrete vector. The DCT signal
requires less memory to illustrate the Mel spectrum in
arelatively small count of coefficients due to it having
more information concentrated in a small number of
coefficients [34]. The final outcome of the DCT is the
MFCC (Mel Frequency Cepstral Coefficient).

Step 7. Vector Quantization (VQ): it is a quanti-
zation technique that is used to divide a large count of
points into smaller groups that contain approximately
the same count of points. The representation of each
group of points is done by a centroid point [35]. After
acquiring the MFCCs, the VQ is applied to quantize
the MFCC feature vectors. VQ uses the clustering algo-
rithm (k-means) depending on some distance metric,
often Euclidean distance to finally generate a vector
of efficient features [36].

4.1.2. Statistical features

The second set of features that have been extracted
from the speech signal are acquired using nine widely
known statistical equations which clearly describe the
main characteristics of the speech signal and mainly
related to the tone of the speakers’ voice [37]. These
features provide quantitative information about the
distribution, variability, and other statistical proper-
ties of the speech signal. Each of the implemented
statistical equations will give one feature, as a result
nine features are acquired from these statical equa-
tions. The utilized statistical measures in this paper
included, Mean, Standard Deviation (SD), Zero Cross-
ing (ZC), Amplitude, Min, Max, Variance, Mod, and
Pitch [38-40]. Table 2 illustrates a brief description
about these statistical measures and what kind of
information they represent.

4.2. Feature optimization using WAR strategy
algorithm

The total count of the previously applied feature
extraction methods are twenty-one features which
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Table 3. The WAR strategy parameters utilized for feature
optimization.

Name Representation

Iteration 1000

Lowest bound A minimal features’ Count

Highest bound A maximal features’ Count

Initial Population 500 agents

New Population The new population of agents in each
iteration

function “Easom”

represent the speech signal precisely, these features
will be optimized, and a feature optimization
operation will be performed in order to acquire the
best feature set that represent the speech signal to be
used as an input to the hyperparameter tuned clas-
sifiers as the final phase for recognizing the speech
signal.

It is essential to get the set of features that which
are optimal or nearly optimal that accurately capture
the most relevant information and all the impor-
tant characteristics of the speech signal, which can
have numerous variations. The metaheuristic algo-
rithm (WAR Strategy) has been implemented in this
paper as a feature optimizer to optimize the extracted
feature set and obtain the best features that clearly
represent the speech signal. The parameters utilized
for optimizing the features related to the metaheuris-
tic algorithm (WAR Strategy) are presented in Table 3
[41] which are taken from our previous work in rec-
ognizing the sign language.

The Easom function is a type of unimodal test func-
tion and can be calculated as follow [42]:

f(z1,22) = —cos(z1)cos (z2)
2 2 (2
x exp(—(z1 — 1) — (22 — 7)?)
Test area is often restricted to square —100 < z;
100, —100 < z; < 100, and its global minimum is
equal to f(x) = —1 that is attainable for (z;,23) =
(m, ).

IA

Table 4. The parameters description of the ML models.

4.3. Classification using optimized machine learning
classifiers with the WAR strategy algorithm

The bio-inspired metaheuristics are acknowledged
for their efficiency in hybrid procedures for adjust-
ing the hyperparameters of the ML. The procedure
of hyperparameter tuning refers to optimizing the
hyperparameters of the ML model for enhancing and
raising its performance in handling the vast number
of challenges that exist in the data when classify-
ing them [43]. The metaheuristic algorithm (WAR
Strategy) has been employed to optimize the hy-
perparameters of well-known classical ML models in
this paper. The optimized ML models include: Naive
Bayes (NB) [44], Logistic Regression (LR) [45], Ran-
dom Forest (RF) [46], K-Nearest-Neighbors (KNN)
[471, Support Vector Machine (SVM) [48], and Deci-
sion Tree (DT) [49], The WAR Strategy optimization
technique is employed to optimize the most influ-
enced hyperparameters in these ML models, and
employ them as developed classifiers in the last phase
of the proposed speech recognition system. The type
of the hyperparameter that is optimized and belongs
to each of the earlier mentioned ML models are il-
lustrated in Table 4, and the utilized WAR Strategy
parameters for optimizing the parameters are shown
in Table 5.

Ackley’s is a type of multimodal test function with
the following calculation [50]:

1 n
Ackley’s = —-20 exp (_02\/; ;xi2> (3)
— exp (% > cos(2nxl~)) + 20 + exp(1)
i=1

Mainly the test area is limited to the hypercube
—32.768 < x; < 32:768,i =1, ..., n and the global
minimum f(x) = 0, that acquired for x; = 0, i =
1,...,n

The default values of the hyperparameter of the
classical ML models mentioned earlier are given

ML Algorithm Parameter Ilustration

NB var-smoothing Add a small amount (smoothing factor) to all feature values to keep them from being completely
left out if they don’t show up in the training data.

LR C Manages the level of regularization and the degree of complexity which help to find an ideal
balance among overfitting and underfitting.

RF n-estimators Sets how many decision trees will be used in the forest. This number affects how complicated
the model is, how much it costs to run, how accurate it is, and how well it handles noisy data

KNN n-neighbors Finds the class or value of the question point to use for classification or regression by counting
the number of points of data that are closest to it.

SVM Degree Choose the SVM’s polynomial kernel, which impacts the decision limit difficulty, separation,

training time, and achievement of the model.

Decision Tree max features

Sets the exact set of features that will be considered at each node; this affects how complicated,

random, and fast the decision tree is to compute.
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Table 5. The parameters and variables utilized for hyperparame-
ters optimization of the metaheuristic algorithm (WAR Strategy).

Parameter Representation

Iteration 20

Lowest-bound The lowest parameter’s value

Highest-bound The highest parameter’s value

Initial set of population 500 Agent

New set of population New optimized parameter’s
value in each iteration

Function of Evaluation “Ackley”

Table 6. The default and optimized values of the hyperparameters
of ML models.

ML Algorithm  Parameter Default Tuned

NB var-smoothing ~ 1.00E-09 0.047619048
LR C 0.166666667 0.142857143
RF n-estimators 100 60

KNN n-neighbors 5 31

SVM Degree 3 5

DT max-features Features-count 25

After 9 iterations

Fig. 3. The population of the WAR strategy algorithm through hy-
perparameters optimization [41].

in Table 6, in addition to the resulted optimized
hyperparameters values after employing the WAR
algorithm [41]. The tuned hyperparameters will be
adopted in the ML for speech recognition in the pro-
posed system. Moreover, Fig. 3 shows the population
of the WAR Strategy optimization algorithm during
tuning the hyperparameters.

5. Experimental results

The speech recognition system provided in this
study has undergone evaluation for the purpose of
recognizing speech signals in three public datasets
in three variant languages including English, Arabic,
and Malaysian. The efficacy of the speech recognition
system, which adopted the metaheuristic algorithm
(WAR Strategy) for both feature optimization and

Table 7. Words samples of the English speech dataset.
Bed Bird Cat

Eight Five

Eight House Three Tree

Happy

ML hyperparameters tuning has been demonstrated.
Whereas this system has effectively handled the nu-
merous variances seen in the three tested datasets.
Moreover, it exhibits exceptional recognition accu-
racy while reducing the necessary training time,
particularly when dealing with several speech signals
with diverse properties. The impact of the utilized
optimization algorithm has been assessed for both
feature optimization and hyperparameter tuning. In
which the presented speech recognition system has
been implemented and validated in three different
scenarios as follow:

» First scenario, present the speech recognition
without the use of metaheuristic algorithm (WAR
Strategy).

» The second scenario includes features optimiza-
tion by the WAR Strategy algorithm.

» The third scenario is the proposed system
implementation.

A set of widely utilized statistical measures are
adopted to assess the performance of each one of the
aforementioned scenarios in addition to the proposed
system including accuracy, precision, F-measure, and
recall. Moreover, the required training time of the
six classifiers are measured in recognizing the speech
signal with the use of the WAR Strategy Algorithm
and without using it.

The system’s implementation environment com-
prises an ASUS laptop equipped with an AMD Ryzen
9 5900HS processor including Radeon Graphics at
3.30GHz, 16 GB of RAM, and an NVIDIA GeForce
RTX graphics card, working on a 64-bit Windows 10
operating system.

5.1. Experiments on English speech dataset

This dataset contains 64721 speech audio files
saved in a wav format for English words of count
thirty word which means this dataset has thirty class.
All these words are from a small set of commands
that are spoken by a variant speakers with a back-
ground noise including doing the dishes, cat sound,
bike exercise, and other confusion noise types. Thus,
the dataset implies a high variation in the speech
signal [51]. Table 7, illustrate examples of the words
spoken in this dataset. Fig. 4, exhibit the WAR Strat-
egy algorithm population on the features of English
speech dataset. While Tables 8 to 10, illustrate the
acquired results from recognizing the speech signals
of this dataset without using the WAR algorithm, after
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End

Fig. 4. The population of the utilized optimization algorithm (WAR Strategy) during features optimization of English speech signal dataset.

implementing it for feature optimization, and finally
the proposed system in sequence.

5.2. Experiments on Arabic speech dataset

This dataset consists of a list of 12000 pairs (%, y),
in which x represents the input speech signal, and y
shows the corresponding keyword. The total count
of the spoken words is 40, and each audio file is
one-second in length saved in a wav format. There
are a total of 30 participants, and each participant
recorded 10 utterances for every keyword. There are
40 folders, each of which represents one keyword and
contains 300 files so in total (30 * 10 * 40 = 12000).
The dataset also includes several background noise

recordings that have been obtained from various
natural sources of noise [52]. Table 11 exhibits sam-
ples of these words in Arabic and its corresponding
meaning in English. On the other hand, the obtained
results from implementing the previously explained
scenarios and the proposed system are presented in
Tables 12 to 14 in sequence. While Fig. 5 shows the
population behavior of the WAR algorithm on the
features of this dataset.

5.3. Experiments on Malaysian speech dataset

This dataset is composed of 20 words in Malaysian
language in total 1600 clips saved in wav format
recorded using the mobile phone by WhatsApp

Table 8. Speech recognition results without employing metaheuristic algorithm on speech signals dataset in English language.

ML Algorithm Acc.% Prec.% Rec.% F1-Score% Training-Time (s) Hyperparameter-Parameter
NB 68.55% 68.55% 68.55% 68.55% 109.6795 1.00E-09

LR 56.86% 56.86% 56.86% 56.86% 3601.971 0.166666667

RF 63.68% 63.68% 63.68% 63.68% 26712.52 100

KNN 76.59% 76.59% 76.59% 76.59% 13472.1 5

SVM 82.38% 82.38% 82.38% 82.38% 22853.45 3

DT 77% 77% 77% 77% 1425.197 Features’ Count

Table 9. Speech recognition results after optimizing the features using WAR algorithm on speech signals dataset

in English language.

ML Algorithm  Acc.% Prec.%  Rec.% F1-Score%  Training-Time (s) Hyperparameter-Parameter
NB 88.17% 88.17% 88.17% 88.17% 106.7891 1.00E-09

LR 87.19% 87.19% 87.19% 87.19% 3178.258 0.166666667

RF 93.10% 93.10% 93.10% 93.10% 23426.28 100

KNN 96.6% 96.6% 96.6% 96.6% 12291.73 5

SVM 91.39% 91.39% 91.39%  91.39% 19976.21 3

DT 96.78%  96.78%  96.78%  96.78% 1380.88 Features’ Count

Table 10. The results of the proposed speech recognition system on speech signals dataset in English language.

ML Algorithm Acc.% Prec.% Rec.% F1-Score% Training Time (s) Tuned-Parameters
NB 99.27% 99.27% 99.27% 99.27% 0.082 0.047619048

LR 99.49% 99.49% 99.49% 99.49% 1.468 0.142857143

RF 100% 100% 100% 100% 19.844 60

KNN 100% 100% 100% 100% 3.872 31

SVM 100% 100% 100% 100% 9.354 5

DT 100% 100% 100% 100% 0.825 25
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Table 11. Sample of arabic words in the Arabic speech dataset.

Keyword Translation
il o}
pen
b g5 Stop
b Next
aal g one

Table 12. Speech recognition results without employing Metaheuristic algorithm on speech signals dataset in Arabic language.

ML Algorithm Acc.% Prec.% Rec.% F1-Score% Training-Time (s) Hyperparameter-Parameter
NB 31% 31% 31% 31% 21.94142 1.00E-09

LR 40% 40% 40% 40% 1478.06 0.166666667

RF 50.11% 50.11% 50.11% 50.11% 5188.064 100

KNN 48.63% 48.63% 48.63% 48.63% 641.2861 5

SVM 51.16% 51.16% 51.16% 51.16% 8404.33 3

DT 25.55% 25.55% 25.55% 25.55% 272.2702 Features’ Count

Table 13. Speech recognition results after optimizing the features using WAR algorithm on speech signals dataset
in Arabic language.

ML Algorithm  Acc.% Prec.% Rec.% F1-Score%  Training-Time (s) Hyperparameter-Parameter
NB 81.38% 81.38% 81.38% 81.38% 17.89546 1.00E-09

LR 79.77%  79.77%  79.77%  79.77% 1314.035 0.166666667

RF 92.52% 92.52% 92.52%  92.52% 4741.333 100

KNN 98.83% 98.83% 98.83%  98.83% 600.6465 5

SVM 91.94% 91.94% 91.94% 91.94% 7343.085 3

DT 85.36% 85.36% 85.36%  85.36% 244.3659 Features’ Count

Table 14. The results of the proposed speech recognition system on speech signals dataset in Arabic language.

application with one second length. Table 15 shows

ML Algorithm Acc.% Prec.% Rec.% F1-Score% Training-Time (s) Tuned-Parameters
NB 99.74% 99.74% 99.74% 99.74% 0.013 0.047619048
LR 97.61% 97.61% 97.61% 97.61% 0.925 0.142857143
RF 100% 100% 100% 100% 1.376 60
KNN 100% 100% 100% 100% 0.33 31
SVM 100% 100% 100% 100% 3.682 5
DT 100% 100% 100% 100% 0.172 25
. A - |"' . :' -
g = .‘-.
i o
Begin End

Fig. 5. The population of the WAR algorithm during features optimization for the Arabic speech signal dataset.

samples of those words from the Malaysian speech

dataset [53]. The results of this dataset are illustrated
in Tables 16 to 18, and the population of the WAR
strategy algorithm on its features is presented in

Fig. 6.

5.4. Discussion

The result analysis clearly demonstrates that the
combination of the optimization metaheuristic algo-
rithm (i.e. WAR Strategy) and classical ML models

has reached a remarkable degree of accuracy in



180

IRAQI JOURNAL FOR COMPUTER SCIENCE AND MATHEMATICS 2025;6:169-184

Table 15. Samples of the words recorded in the Malaysian speech dataset.

Keyword Translation
aku me

belik buy

dekat mane Look at me
harge price

Table 16. Speech recognition results

Malaysian language.

without employing metaheuristic algorithm on speech signal dataset in

ML Algorithm  Acc.% Prec.%  Rec.% F1-Score%  Training-Time (s)  Hyperparameter-Parameter
NB 55.83% 55.83% 55.83% 55.83% 3.98922 1.00E-09

LR 89.58%  89.58%  89.58%  89.58% 149.682 0.166666667

RF 98% 98% 98% 98% 314.1589 100

KNN 89.58%  89.58%  89.58%  89.58% 24.9331 5

SVM 96.7% 96.7% 96.7% 96.7% 109.7059 3

DT 96.66% 96.66% 96.66%  96.66% 7.978678 Features’ Count

Table 17. Speech recognition results after optimizing the features using WAR algorithm on speech signal dataset in

Malaysian language.

ML Algorithm  Acc.% Prec.%  Rec.% F1-Score%  Training-Time (s) Hyperparameter-Parameter
NB 87.58% 87.58% 87.58%  87.58% 2.984285 1.00E-09

LR 97.79%  97.79%  97.79%  97.79% 131.0821 0.166666667

RF 99.16% 99.16% 99.16%  99.16% 310.0608 100

KNN 91.04% 91.04% 91.04% 91.04% 23.93913 5

SVM 98.1% 98.1% 98.1% 98.1% 90.81841 3

DT 97.68% 97.68% 97.68%  97.68% 6.977413 Features’ Count

Table 18. The results of the proposed speech recognition system on speech signal dataset in Malaysian

language.

ML Algorithm  Acc.% Prec.% Rec.% F1-Score%  Training-Time (s) Tuned-Parameters
NB 98.38% 98.38% 98.38%  98.38% 0.001 0.047619048

LR 100% 100% 100% 100% 0.083 0.142857143

RF 100% 100% 100% 100% 0.139 60

KNN 100% 100% 100% 100% 0.01 31

SVM 100% 100% 100% 100% 0.049 5

DT 100% 100% 100% 100% 0.004 25

End

Fig. 6. The population of the WAR algorithm during features optimization of Malaysian speech signal dataset.

speech recognition for English, Arabic, and Malaysian
languages. The superior results acquired from the pro-
posed system has proven the efficiency of the features
optimization using the WAR algorithm in handling

the challenges associated with speech recognition,
such as background noise, speaker variability, ambi-
guity in words, variations in speaking style and accent
and the emotional and disfluent speech. In which,
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Table 19. A comparison with other speech recognition related works.

181

Study Optimization algorithm  Method Classifier ~ Dataset Acc.% Prec.% Rec.% F1-Score

[14] ABC and PSO Feature selection SVM Indian 94.47% - - -

[16] ABC Layers ANN English 99.36% - - -
optimization

[17] PSO Feature SVM Brazilian 92% - - -
optimization

[18] BBA and LAHC Feature selection RF Indian 100% - - -

[20] BFOA Parameters HMM Arabic 92% - - -
optimization

[21] WOA Layers DNN English 99.6% - - -
optimization

[22] GOA Parameters RNN Indian 96%12. - - -
optimization

Proposed WSO Features and DT English 100% 100% 100% 100%
parameters DT Arabic 100% 100% 100% 100%
optimization DT Malaysian 100% 100% 100% 100%

the speech recognition accuracy has achieved a max-
imum of 100% by employing many fine-tuned ML al-
gorithms. Moreover, the rapid convergence rate, and
the ability of the WAR Strategy algorithm in avoiding
the local optima has been proved, due to its optimal
selection of parameters related to ML classifiers that
makes them achieved a remarkable performance. In
addition to the enhanced recognition accuracy, the
required training time also decreased and reached
less than one second in almost all the fine-tuned
classifiers. The generalization problem as one of most
unsolved problem in speech recognition systems has
been tackled by implementing the suggested sys-
tem on three different speech datasets with diverse
characteristics, resulting in a commendable level of
accuracy and efficiency. A noticeable disparity is ob-
served when comparing the outcomes of employing
the ML models for speech recognition without using
the metaheuristic algorithm (WAR Strategy), with the
developed ML models in this paper. The efficiency
after using the WAR Strategy algorithm was ini-
tially observed for feature optimization, based on the

LR NB RF DT KNN

SVM
Arabic

Acc.

100.50%
100.00%
99.50%
99.00%
98.50%
98.00%
97.50%
97.00%
96.50%

96.00%

= English Malaysian

findings obtained from the second implementation
scenario mentioned earlier, and from the proposed
system after tuning the ML parameters. when com-
paring the acquired results from the proposed speech
recognition system with the results obtained from
implementing the speech recognition system without
using the WAR algorithm, it is obvious, the proposed
systems has achieved a remarkable performance for
precise and fast speech recognition and avoids the
need for using deep learning approaches that require
substantial effort and complexity.

In order to highlight the advantages of the proposed
speech recognition system, a comparative study
has been carried out in comparison to previous
studies. The results of this comparison are illustrated
in Table 19. The proposed system has achieved
a recognition accuracy equal to 100% with a
training time of 0.004 second using the optimized
decision tree on Malaysian speech dataset. Fig. 7
exhibits the accuracy rate and the training time
of all the optimized classifiers on the three speech
datasets.

25

N
S

N
@

"
1S

«

o /\—/
LR NB RF DT KNN SVM

==——=English == Arabic Malaysian

Training -Time

Fig. 7. The statistical results of the proposed speech recognition system in three different language datasets.
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6. Conclusions and future work

This paper presents a highly efficient speech recog-
nition system that takes into account variant speech
datasets in different languages including, English,
Arabic, and Malaysian. The recently developed meta-
heuristic optimization algorithm (WAR Strategy) has
been utilized to as an optimizer for both features and
the hyperparameters of six traditional ML algorithm
in order to achieve a precise speech recognition. First,
two types of features are extracted and mixed which
are the statistical features that describe the general
properties of the speech signal, and the MFCC fea-
tures that capture the spectral characteristics of the
speech signal. Afterward, the extracted features are
optimized using the WAR Strategy algorithm to ac-
quire optimum features set of the speech signal. At
the end, the WAR Strategy algorithm optimizes the
hyperparameters of six ML algorithm and uses this op-
timized version as a classifier in the proposed speech
recognition system. The proposed system has success-
fully addressed various challenges in speech signal
recognition, including noisy environments, speaker
variability, word ambiguity, variations in style of
speaking and accent, as well as sentimental and dis-
fluent speech variance. This has been achieved by
utilizing two types of features and optimizing them
through the implementation of the WAR Strategy
algorithm. The implementation of the optimization
algorithm for fine-tuning the hyperparameters has
greatly improved the overall performance, as evi-
denced by the outstanding recognition accuracy of
100% and the minimal training time of less than
0.5 seconds achieved when recognizing three distinct
speech datasets. The findings demonstrate that the
proposed system is highly efficient in speech signal
recognition, even when dealing with datasets that
have substantial variations and a large number of
samples. In which, it reduces the training time and
complexity and preserving exceptional generaliza-
tion. As future work, the hyperparameters of the deep
learning models will be optimized to achieve better
recognition accuracy and eliminate the high complex-
ity in deep models.
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