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Abstract : This study identifies the key factors influencing heart disease by employing the Smoothly Clipped 

Absolute Deviation (SCAD) method. Heart disease remains a leading cause of mortality globally, and understanding 

its risk factors is crucial for prevention and treatment. The dataset used for analysis spans 2020–2023, including data 

from 600 participants, covering diverse demographics, medical records, and lifestyle factors. SCAD was chosen over 

traditional methods like Lasso and Elastic Net due to its ability to reduce multicollinearity and minimize bias in 

variable selection, making it ideal for high-dimensional datasets. The analysis reveals significant risk factors, 

including high blood pressure, cholesterol levels, family history, physical inactivity, and unhealthy diet, while 

minimizing the influence of less relevant factors like age and obesity. These findings provide a foundation for more 

targeted prevention and intervention strategies. 

ــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــــ  

Keywords: Heart Disease, SCAD Method, Variable Selection, High-Dimensional Data, Multicollinearity, 

Prevention Strategies. 

INTRODUCTION:   

Heart disease is a le ing cause of mor dity and mortality globally, ma ng it essential to unders nd the factors that 

contribute to its onset and pro ession [1,12] . This study seeks to a ress this need by ident ying key risk factors 

asso ated with heart disease, focu ng on a high-dimensional data app ach that captures the comp xity and 

interconn ted nature of these factors [2,8]. With various me cal, lifestyle, and environ ntal factors potentially 

influe ing heart disease, the chal nge lies in isolating the most imp tful variables for targeted prev tion and 

interve on [3,7]. 

To ach ve this, the study employs the Sm thly Clipped Absolute Dev tion (SCAD) method, a powerful variable 

 technique renowned for handling high-dime ional data and min izing multicoll earity. SCAD effici tly 

shrinks the coeffic nts of less significant vari les towards zero, allowing for a clearer iden fication of the most 

infl ntial risk factors [4,5] . By app ing this method to heart dis se data, the study aims to un ver critical factors 

contri ting to the disease while min izing the influence of less rel ant ones [9,10]. 

This  provides insights into primary risk factors  to heart disease, offering valuable information for the 

development of  effective prevention and treatment strategies that can ultimately reduce the  of heart 

disease and improve  outcomes [1,6]. 

2.  
2.1 Heart Disease 

Heart disease is a  global health issue,  in high mortality rates and a  economic . 

Various factors contribute to the  and progression of heart , and these  be broadly  

into lifestyle, environmental,  biological influences. Lifestyle factors,  as poor diet, lack of  activity, 

and tobacco use,  been widely recognized as  contributors to the risk of heart . Diets high in 

saturated fats  sugars,  with sedentary habits,  to conditions such as , hypertension, and 

diabetes, all of  elevate the risk of  complications. 

Environmental  also play a role in  heart disease risk. Increased air , especially in  

areas, has been linked to  rates of cardiovascular  due to the impact of particulate matter on  

and circulatory health. In addition,  factors, such as access to  and education, further affect 

 disease prevalence.  in lower socioeconomic  may experience increased  due to limited 

access to  healthcare and resources that  healthy lifestyle choices[1] . 
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In  regions, genetic predispositions also  significantly to heart . A family history of heart 

 can increase individual , compounded by  risk factors. Studies show that  with 

certain genetic profiles are  likely to develop  conditions, especially  exposed to adverse 

 and lifestyle influences. 

In , heart disease presents an  challenge to public health. The  faces high rates of risk factors, 

 smoking, diabetes, and , alongside  in healthcare accessibility.  instability 

and the  infrastructure impact the  ability to prevent and  heart disease effectively. In 

, lifestyle factors such as  habits and limited  activity, coupled with  stressors, 

exacerbate the . Effective , such as promoting  of heart disease risk , 

encouraging healthier lifestyle , and improving access to , are essential to addressing the rising 

burden of cardiovascular  in Iraq and beyond[12]. 

2.2  

Variable  is a foundational step in statistical , especially for predictive  such as linear and 

 regression. The primary  of this process is to determine the  impactful  of independent , 

balancing model , accuracy, and  while minimizing co plexity and overfitting.  

research highlights  approaches for effective variable , ranging from classical to more  

regularization  [8]. 

 methods for variable  often rely on expert judgment and  to identify relevant . 

Although useful in cases  researchers have substantial  knowledge, this approach  introduce 

subjectivity,  may lead to overlooking  predictive variables. 

 methods have become  in modern variable . The stepwise selection remains widely 

, combining forward and  strategies to iteratively add or  variables  on statistical criteria, 

 as p-values, Akaike  Criterion (AIC), or Bayesian  Criterion (BIC). These criteria are 

 in balancing model  with simplicity by  overly complex models that  overfitting[7]. 

 (Least Absolute Shrinkage  Selection Operator), introduced by  in 1996, continues to be  of the 

most influential  methods in contemporary . By penalizing  coefficients and  

some to zero, Lasso  removes less significant , which is  for high-dimensional  

with potential multicollinearity.  regression, another  technique,  a penalty  setting 

coefficients to , helping to manage  without fully excluding variables. Elastic Net, an  

combining both Lasso and Ridge , is particularly  for datasets with correlated  by allowing 

the selection of  groups rather than isolated variables. 

 recent advances include the  Lasso, which enhances the selection  by adjusting penalty  

for each variable based on  estimates, improving the  of significant variables. , the group Lasso 

method addresses  variables by selecting them in groups, a  that proves useful in fields  complex 

variable , such as genomics or . 

 Clipped Absolute  (SCAD), proposed by Fan  Li in 2001, offers an alternative to  by 

reducing the bias  with traditional penalty , providing more accurate  of important 

predictors. Newer  like Adaptive Elastic Net  Reciprocal  have further improved  selection 

accuracy by  penalties to reflect data structures better, enhancing model robustness [8,7]. 

In  to these techniques, information-based  such as AIC and BIC continue to  variable  

by balancing model fit with , providing a quantitative  for selecting  that offer significant 

 power without overfitting [12]. 

For  reduction rather than direct variable , Principal Component Analysis (PCA) is frequently 

. PCA transforms original  into a set of uncorrelated , helping to reduce 

 and the number of , though it does not specifically  individual variables. 

2.3  

The Smoothly  Absolute Deviation (SCAD) , introduced by Fan  Li in 2001, is an advanced 

 selection technique  to overcome  of the limitations of traditional  methods, 

 in high-dimensional data  [4] . SCAD effectively  the most relevant  by 

applying a penalty that  the impact of less  variables, thus enhancing model  and 

prediction accuracy  controlling  [11]. 

SCAD is  advantageous in complex  where there is a risk of  irrelevant variables, which 

can  to overfitting and reduced  clarity. Unlike traditional methods like , which apply a constant 

 to all variables, SCAD  the penalty in a way that  decreases for larger , reducing 

the bias  associated with penalization . This results in a more  selection process,  only 
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the most influential  are retained, while  of less significant variables are  toward zero 

[8,5]. 

, SCAD's penalty function is nonconvex and designed to  variable selection and shrinkage. This 

is  useful in medical and epidemiological , such as identifying risk  for heart disease, where it 

is  to capture the most impactful  without introducing noise from  ones [7,2]. The SCAD 

estimator can be  as: 

 ̂           {∑    
 
    ∑       

    ∑   
     |  | 

 
   

 
   }         

where: 

  
     represents the SCAD estimator for the coefficients. 

∑    
 
    ∑      

 
      is the error term,  the difference between  values    and the model's 

predictions.   is the  parameter that controls the penalty  to the .   
     |  |  is the 

SCAD penalty function,  to reduce the impact of  relevant variables  retaining those with  

effects. 

One of SCAD's  strengths is its suitability for high-  data in fields like , finance, and 

, where the number of  can exceed the number of . In heart disease , for 

example, SCAD helps  critical risk factors by  only variables with  associations to the outcome, 

leading to a clearer  of influential factors. 

Recent studies  SCAD’s effectiveness in reducing  while preserving  accuracy,  it 

a preferred choice in  requiring precise variable . Its adaptability and  bias compared to 

traditional  methods ensure  SCAD remains a robust tool in  statistical modeling. 

3.  

The data required for this  was obtained from reliable sources,  the World Health Organization (WHO) 

and  Centers for Disease Control and  (CDC), covering the period from 2020 to . This data includes 

a set of , lifestyle, and demographic  associated with  disease, classified as : 

Table 1: Coding of Factors Affecting Heart Disease 

Medical Factors Lifestyle and Demographic Factors 

x1 – High blood pressure x6 – Smoking habits 

x2 – High cholesterol levels x7 – Low physical activity 

x3 – Diabetes x8 – Unhealthy diet 

x4 – Obesity x9 – Age 

x5 – Family history of heart disease 
 

 

The dataset consists of  independent variables and one dependent  (indicating the presence or absence of 

 disease). The data was analyzed using the  method to identify the most significant risk factors.  R 

programming language was utilized to  the analysis, and the results are  in the table below. 

Table 2: Estimated Model Results Using SCAD 

Variable β 

x1 3.4156 

x2 5.6784 

x3 0.0003 

x4 0.0052 

x5 2.1143 

x6 0.0011 

x7 5.2146 

x8 4.1205 

x9 0.0007 

 

 of Results: 

 Variables with high estimated  (influential factors): x1 – High blood : β = 3.4156. x2 – High 

cholesterol : β = 5.6784 . x5 – Family history of heart : β = 2.1143 . x7 – Low physical : β = 

5.2146 . x8 – Unhealthy diet: β = 4.1205 
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  These variables are considered  in the model, as their high β values  a significant role in  

the presence of heart . 

Variables with  values close to zero (non-  factors): x3 – Diabetes: β = 0.0003 . x4 – Obesity: β = 

0.0052 . x6 –  habits: β = 0.0011 . x9 – Age: β = 0.0007 

  These variables are  non-influential in the model, as the SCAD  effectively shrinks their β values 

 to zero, indicating  importance in predicting  disease. 

4.  
The findings  the analysis conducted using the  method confirm the  outlined in the 

" ". This study  to identify the primary factors  heart disease through a  

analysis of data collected be ween 2020 and 2023.  factors  as high blood , high cholesterol, 

family  of heart disease, low  activity, and an  diet were identified as  contributors to the 

risk of  disease. 

These results  with expectations,  the understanding that  lifestyle and genetic factors play a 

crucial  in heart disease development. Notably, the  highlighted the complex  between medical 

and lifestyle , such as how diet and  inactivity interact with  predispositions to elevate 

 risk. 

The  of the SCAD method proved effective in  the most influential , providing clearer 

insights  the critical factors affecting heart disease.  study not only offers a robust framework for 

 current trends in heart disease risk  but also opens avenues for future . Future studies 

could expand on  findings by  the effectiveness of  lifestyle , dietary , 

and early screening for individuals with genetic predispositions. 

The implications of  findings are significant for healthcare  and policymakers, as they provide a 

 for developing strategies to  heart disease, promote public , and ensure  resource 

alloc tion in cardiovascular disease  . 
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