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Abstract

Artificial Neural Networks (ANNSs) are used to relate the properties of gypseous soils
and evaluate the values of compression of soils under different conditions. Therefore, one-
layer perception training using back propagation algorithm is used to assess the validity of
gpplication of ANNSs for modelling the settlement ratio for wetting process, (S/B)., and the
settlement ratio for soaking process, (S/B)..

It was found that ANNSs have the ability to predict the compression of gypseous soil
due to soaking, washing process with high degree of accuracy. Also, performance of ANNs
showed that one hidden layer with one hidden nodes is practicaly enough for the neural
network analysis.

The sensitivity analysis indicates that the viscosity and specific gravity have the
most significant effect on the predicated settlement ratio and the density of injection material
and void ratio have moderate impact on the settlement ratio. The results also show that the
initial gypsum content, stress and time have the smallest impact on settlement ratio.

It was concluded that the artificial neural networks (ANNSs) have the ability to
predict the settlement ratio for wetting process (S/B)., and settlement ratio for soaking
process (S/B)s of gypseous soil with high degree of accuracy. The equations obtained using
(ANNS) for (S/B)w, and (S/B)s showed excellent correlation with experimental results where
the coefficients of correlation are (0.9541) and (0.991), respectively.
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Introduction:

In recent years, artificial neural networks
have been advocated as an alternative to
traditional forecasting models. Neural
networks have become significant data
analytic tools that alow data to be
analyzed in order to find the functiona
relationships among the variables under
consideration. These variables are usually
experimental data and classified into
dependent and independent variables, the
neural network allows the use of more
than one dependent in a functional
relationship, (Toll, 1996).

Neural networks, or simply neural
nets, are computing systems which can be
trained to learn a complex relationship
between two or many variables or data
sets.  Bascaly, they are pardld
computing  systems composed  of
interconnecting simple processing nodes,
(Toll, 1996).

In this paper, the neura network
analysis was carried out using the
program software Matlab and Simulink
R2007a to estimate the settlement ratio in
case of washing (S/B)., and the settlement
ratio in case of soaking (S/B)s of mode
test. A data base of actual laboratory
measurements of these four parameters
with time during the soaking and washing
processes is used to develop and verify
the ANN models.

The objectives of this study are to
provide:

1. Practical equations for prediction of
settlement ratio in washing and
soaking, strain  percentage, and
collapse potential percentage in
gypseous soils.

2. Information on the relative
importance of the factors affecting the
soaking and washing processes.

ANNs Application in Geotechnical and
Foundation Engineering
During the last few years, the use of
ANNSs has increased in many areas of
engineering. In particular, ANNs have
been applied to many geotechnical
engineering  problems and  have
demonstrated some degree of success.
ANNs have been used successfully in
modelling soil behaviour, liquefaction and
earthquakes, site characterization, earth
retaining structures, dope stability,
tunnels and underground openings, soil
swelling and cdlassfication of soils,
prediction of pile capacity and foundation
settlement.

Wharry and Ashely, (1986), and Siller,
(1987) present one of the earliest
knowledge based system (KBSs) to
address the problem of determining the
required level of geotechnical
investigation. This is based on the
requirements of a proposed structure and
the level of information known about the
site. Theaimisto reduce the risk involved
with the subsurface to an acceptable leve.
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Grives and Reagan, (1988) described a
neural network approach for evaluating
dope stability and  recommending
appropriate types of treatment or soil
dope. It is linked to analytical methods
for calculating slope stability.

Smith and Oliphant, (1991) described a
KBS to assist with the planning stages of
a dite investigation. The system provides
suggestions as to the next stage of the site
investigations. The information obtained
from the subsoil exploration stage was
aso used to create a 2-D visua
representation of soil layers.

Hadipriono et a., (1991) described a
KBS which was under development for
determining the causes of foundation
failures. The system contains knowledge
on possble causes for failure, dope
instability and foundation corrosion.

A KBS for retaining wall selection and
design is presented by Arockiasamy et al.,
(1991). The system has knowledge about
ten wall types including concrete gravity,
cantilever, counterfort, gabions,
reinforced earthen cribs, slurry, sheet pile,
tieback and soil nailed walls.

The stress-strain behaviour of soils has
been modelled using neural networks.
Penumadu et. a., (1994) have attempted
to modd the stress-strain behaviour of
clays, incorporating rate dependant
behaviour.

Leeand Lee, (1996) utilized error back
propagation neural networks to tests
performed by them besides the in situ pile
load tests obtained from other research
works were used for the verification of the
neural networks. The results showed that
the maximum error of prediction did not
exceed 25%, except for some bhias data.
These limited results indicated the

feasibility of utilizing neural networks for
pile prediction problems.

Nawari et a., (1999) developed an
optimal neural network mode for the
design of piles subjected to axial and
lateral loads using only simple input data.
These data included SPT-N values and
the  geometrical  properties.  They
developed models for steel H—piles, stedl
pipe piles, and prestressed and reinforced
concrete piles. The models involved were
back propagation and generalized
regression neural networks. Prediction
results and a comparison with the
commonly used design methods show that
the neural network approach is feasible
and more accurate than the commonly
used techniques for the design of pile
foundations.

Najjar et a., (2000) performed a two
phase research study to develop a
combined artificial neural network (ANN)
reliability based soil swell prediction
modes. In phase one, a responsible sized
database representing 514 swell soil tests
retrieved from over 51 different projects
in Kansas was used to develop both neural
networks based (NNB) and statistical
based (SB) swell potential prediction
models. Direct comparison of results
obtained showed that NNB modes
provide significant improvements in
prediction accuracy over their SB
counterparts. In the second phase,
predictions obtained using the developed
NN models along with the available
experimental database were used to
produce rdiability (probability) factor
matrices. These matrices were used to
assign a specific confidence leve to
predictions obtained via NNB models in
order to classfy the soil under
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considerations as a swelling or non
swelling type.

Jose et al., (2000) developed an ANN
modd to predict the diaphragm wall
deflection of deep excavation. Training
data were collected from the construction
projects in the Taipi Basin eighteen case
histories with 4-7 excavation stages each,
resulting in a total of 93 sets of wall
deflection, with eight input variables and
one output were anadyzed. They
concluded that the ANN prediction model
does not require a rigorous understanding
of cause and effect. Moreover, the soil
models are nor significant to the
predictions of wall deflections in deep
excavation as compared with other
factors. The developed ANN model can
reasonably predict the magnitude as well
as the location of maximum deflection of
diaphragm wall.

Shahin, (2003) wused a back-
propagation neural network to predict the
settlement of shallow foundations on
cohesionless soils. A large database of
actual measured settlements was used to
develop and verify the ANN modd. The
results between the measured and
predicted settlement utilized by ANNSs are
compared with three traditional methods.
The results indicated that back
propagation neural networks have the
ability to predict the settlement of shallow
foundations on cohesionless soils with an
acceptable degree of accuracy (R=0.819).
Also, the results obtained demonstrate
that the ANN method outperforms the
traditional methods.

Al-Janabi, (2006) utilized multilayer
perception training using the back
propagation algorithm to build two ANN
models, one for dissolved gypsum (DG)

and the other for leaching strain (L.S). It
was found that ANNs have the ability to
predict the dissolved gypsum and leaching
strain through process in gypseous soils
with a good degree of accuracy.

Al-Neami, (2006) uses ANNs to relate
the properties of gypseous soils and
evaluate the values of delayed
compression for such types of soils under
different conditions. Therefore, multi-
layer perception training using back
propagation algorithm is used to assess
the validity of application of ANNSs for
modelling the ddayed compression
(creep) of gypseous soils. It was found
that ANNSs have the ability to predict the
secondary compression of gypseous soil
due to soaking, leaching process and
repeated loading with a good degree of
accuracy.

Prediction of the Settlement Ratio in
Washing and Soaking Process by ANN
Analysis

Development of ANN models:

The data used to calibrate and validate the
neural network models are obtained from
the literature and the experimental results
of Al-Lamy (2008) who conducted
laboratory tests on model of a gypseous
soil. The grouting process was applied
using acrylate liquid to decrease the
collapse and settlement of the soil. The
data include laboratory measurements of
the “settlement ratio” as wdl as
corresponding information regarding the
soil properties, apparatus used and testing
conditions. Full details of the database are
givenin Table (1) (in Appendix).

The steps for developing ANN
modds include the determination of
mode inputs and outputs, division of the
available data, the determination of
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appropriate network architecture, and

optimization of the connection weights. A

PC-based commercial software system

called Matlab R2007a is used, in which

optimal network  architecture is

determined by trial and error.

Model input and output:

It is generally accepted that seven

parameters have the most significant

impact on the washing and soaking

process in treated gypseous soils, and are

thus used as the ANN mode inputs, (Al-

Lamy, 2008).

These include the following:-

1- |Initia void ratio, &,.

2- Initial gypsum content, G (%).

3- Applied stress during washing, o,
(kPa).

4- Specific gravity of soil, G..

5- Viscosity of injection material, v,
(c.Poise).

6- Density of injection material, p,
(gm/em®), and

7- Time, t, (hrs).

The output of the model are
settlement  ratio (S/B),, and settlement
ratio (S/B)s. The available data extracted
from the database in Table (1) (in
Appendix) are given in Table (2) (in
Appendix for the (S/B),, modd only).

Data division:

The next step in the development of ANN
models is dividing the available data into
their subsets. Cross-validation is used as
the stopping criteria in this research.
Consequently, the data are randomly
divided into three sets: training, testing
and validation.

In total, 80% of the data are used
for training and 20% are used for
validation. The training data are further

divided into 70% for the training set and
30% for the testing set.
Scaling of data:
Once the available data have been divided
into their subsets, the input and output
variables are pre-processed by scaling
them to diminate their dimensions and to
ensure that all variables receive equal
attention during training. Scaling has to be
commensurate with limits of the transfer
functions used in the hidden and output
layers (i.e. -1.0 to 1.0 for tanh transfer
function and 0.0 to 1.0 for sigmoid
transfer function). The simple linear
mapping of the variables extremes to the
neural networks practical extremes is
adopted for scaling, as it is the most
commonly used method, (Shahin, 2003).
As part of this method, for each variable x
with minimum and maximum value of
Xmin and Xmx, respectively, the scaled
value x, is calculated as follows:
xFA .............. 1)
Xmax = Xmin

Model architecture, optimization and
stopping criteria:
One of the most important and difficult
tasks in the development of ANN models
is determining the model architecture (i.e.
the number and connectivity of the hidden
layer nodes). A network with one hidden
layer can approximate any continuous
function, provided that sufficient
connection weights are used, (Shahin,
2003). Conseguently, one hidden layer
with learning rate equal to 0.2 and
momentum term equal to 0.8 is used in
this research.

The general strategy adopted for
finding the optimal network architecture
and internal parameters that control the
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training processis as follows: a number of

trials are carried out using the default

parameters of the software used with one

hidden layer and 1, 2, 3, ......... , 13

hidden layer nodes, (Caudill, 1988).

Sensitivity analysis of the ANN model

input:

In an attempt to identify which of the

input variables have the most significant

impact on the settlement ratio predictions,

a sensitivity analysis is carried out on the

ANN modd. A simple and innovative

technique proposed by (Garson, 1991) is

used to interpret the relative importance
of the input variables by examining the
connection weights of the trained
network. For a network with one hidden
layer, the technique involves a process of
partitioning the hidden output connection
weights into components associated with
each input node. For model (S/B),, the
method is illustrated as follows. The data
base for correlation was taken from the
experimental results of Al-Lamy (2008)
who conducted laboratory tests on model
of a gypseous soil. The grouting process
was applied using acrylate liquid to
decrease the collapse and settlement of
the soil. The model has seven input nodes,
one hidden node, and one output node
with connection weights as shown in table

).

The computations proposed by (Garson,

1991) are asfollows:-

1- For each hidden nodei, the product p;;
is obtained (where | represents the
column number of the weights
mentioned above) by multiplying the
absolute value of the hidden-output
layer connection weight by the
absolute value of the hidden-input

layer connection weight of each input
variablej. As an example:
pu = 1.5264 x 0.22 = 0.3358
Thisis shown intable (2).

2- For each hidden node, p; is divided
by the sum of al input variables to
obtain Q;;. Asan example:

Q1:=(0.3358)/

(0.3358+0.0010+0.0010+0.3350+0.4734+

0.2529+0.0010)

Qll =0.2398

Thisis shown in table (3).

3- For each input node, Q; is divided by
the sum of al input variables to
obtain S. As an example:

S=(0.2398)/
(0.2398+0.0070+0.0070+0.2393+
0.3381+0.1806+0.0070)

S =0.2354

Thisisshown in table (4).

4- Divide § by the sum for al input
variables to get the reatve
importance of all output weights
attributed to the given input variable.
As an example, the relative
importance for input node 1 is equal
to-

(0.2354x100)/
(0.2354+0.0007+0.0007+0.2349+0.33
19+0.1773+0.0007) = 23.98%

Thisis shown in table (5).

In the same method, the reative

importance for (S/B)s is shown in table

(6).

The results indicate that the
viscosity has the most significant effect
on the predicted settlement ratio
(washing) followed by initial void ratio
with a relative importance of 33.81% and
23.98%, respectively. The results also
indicate that the specific gravity has a
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moderate impact on settlement ratio with
a relative importance equal to 23.93%,
while density of injection material, initial
gypsum content, time and washing stress
have the smallest impact on the settlement
ratio with relative importance of 18.06,
0.071, 0.071, and 0.071, respectively. The
results are also presented in Figure (1).
On the other hand, results indicate that the
specific gravity has the most significant
effect on the predicted settlement ratio
(soaking) followed by the viscosity with a
relative importance of 36.94 and 31.45%,
respectively. The results also indicate that
the density of the injection material has
moderate impact on the settlement ratio
with a relative importance equa to
22.72%, while, initial void ratio, soaking
dress, time and initial gypsum content
have the smallest impact with relative
importance of 8.74, 0.1, 0.03 and 0.02%,
respectively. The results are aso
presented in Figure (2).

ANN model equation:

The small number of connection weights
obtained for the optimal ANN mode
enables the network to be translated into
relatively simple formula. To demonstrate
this, the structure of the ANN model is
shown in Figure (3), while the connection
weights and threshold levels are
summarized in tables (7) and (8).

Using the connection weights and
the threshold levels shown in tables (7)
and (8), the predicted settlement ratio can
be expressed asfollows:-

1
(S/B),, = 1+ e(01673+022tanhx)

1
+ (0.1826+0.1998tanh x)

(S/B),=

where,
X = 0g + Wg1 €& + Wgr Gc + We3 65 +
Wgs4 Gs + Wgs 0 + Wggp + Wert

It should be noted that, before using
Equations (2) and (3), all input variables
(i.e &,Ge Sg, Gs U, I, and t) need to

be scaled between 0.0 and 1.0 using
Equation (1) and the data ranges in the
ANN model training. It should also be
noted that the predicted value of (S/B),%
and (S/B)s% obtained from Equations (2)
and (3) is scaled between 0.0 and 1.0 and
in order to obtain the actual value, this
settlement ratio has to be re-scaled using
Equation (1). Equations (2), (3) and (4)
can be rewritten as follows:

_ 36
(S/B)w = 1+ (0.1673+0.22tanh )
............... (5)
22
(S/ B)s - 1+ e(0.1826+0.1998tanh X)
.............. (6)
and
Xu =0.231+107[0.21e,+1.7T -
(0.3xG+2.1xG|+3.1x U +1.2x S ¢ -
0011xt e )

Xs=0.112+107[0.31&,+1.01T -
(0.4xGc+3.4xGg)]+2.9x U +1.6x S -
0.009xt .. (8)
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where:

(S/B),, = predicted settlement ratio in
washing, (%),

(S/B)s = predicted settlement ratio in
soaking, (%),

& = initial void ratio,

Gc = initial gypsum content, (%),

os = soaking stress, (kPa),

Gs = specific gravity of soil,

v = viscosity of injection material,
(c.Poise),

p = density of injection material,
(gm/em®), and

t =time, (hrs).

Validity of the ANN Model Equations:

To assess the validity of the derived

equations for the settlement ratio, (S/B)w

and the settlement ratio, (S/B)s the

equations are used to predict these values
on the basis of all training sets used, (Al-

Lamy, 2008).

The predicted values of the settlement
ratio, [(S/B)w]p, and the settlement ratio,
[(S/B)4,, are plotted against the measured
(observed)  values, [(YB)y]Jm and
[(S/B)gm, inFigures (4), (5), respectively.

It is clear from these figures, the
generalization  capability of ANN
techniques for any data set used within the
range of data used in training the ANN.
The models show very good agreement
with the actual measurements as noticed
from the coefficient of correlation (R?)
which was found (0.9541) and (0.991).
Conclusions
Based on the equations, the following
conclusions can be made:

1.  In this study, one hidden layer with
one node is practically enough for
the neural network analysis to
define the settlement ratio (S/B).,
and settlement ratio (S/B)s.

Artificial neural networks (ANNS)
have the ability to predict the
settlement ratio for wetting process
(S/B)y, and settlement ratio for
soaking process (S/B)s of gypseous
soil with high degree of accuracy.
The equations obtained using
(ANNs) for (SB)w, and (S/B)s
showed excelent correlation with
experimental results where the
coefficients of correlation are
(0.9541) and (0.991), respectively.
The results indicate that the
viscosity of grout has the most
significant effect on the predicted
settlement ratio (washing) followed
by initial void ratio with a relative
importance of 33.81% and 23.98%,
respectively while the specific
gravity has the most significant
effect on the predicted settlement
ratio (soaking) followed by the
viscosity of grout with a relative
importance of 36.94 and 31.45%,
respectively.
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Intelligence Applications in
Table (1) Connection weights.
Hidden Weights
Nodes e G, Os Gs v p t (S/B)w
Hidden - -
1 1.5264 0.0033 0.0033 15226 21518 | 1.1497 | 0.0030 | -0.22
Table (2) Computation of the product p;;.
(=N Gc Os Gs ) p t
Hidden 1 0.3358 | 0.0010 | 0.0010 | 0.3350 | 0.4734 | 0.2529 | 0.0010
Table (3) Computation of Q;.
& Gc Os Gs ) p t
Hidden 1 0.2398 | 0.0070 | 0.0070 | 0.2393 | 0.3381 | 0.1806 | 0.0070
Table (4) Computation of S,.
& Gc Os Gs ) p t
Hidden1 | 0.2354 | 0.0007 | 0.0007 | 0.2349 | 0.3319 | 0.1773 | 0.0007

Table (5) Therelative impor tance of all output weights (S/B)y, case.

€ G, Os Gs U p t
Relative
Importance, | 2398 | 0.071 | 0.071 2393 | 3381 18.06 | 0.071
(%)
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Table (6) Therelative importance of all output weights (S/B)s case.

(=N G, Os Gs ) p t
Relative
Importance, 8.74 0.02 0.1 36.94 3145 2272 |0.03
(%)

Table (7) Weights and thr eshold levels for the ANN optimal model (S/B),..

Hidden W;; (weight from nodei in th?;ngrt)n layer to nodej in the hidden Hidden layer
layer Y threshold
nodes i=1 i=2 i=3 i=4 i=5 i=6 i=7 6]
i=8 15264 | -0.0033 | 0.0033 | -1.5226 | 2.1518 | 1.1497 | 0.0030 -4.0430
Output W; (weight from node i mthtle 6|l ngrL)Jt layer to node | in the output Output layer
layer Y threshold
nodes i=8 0)

j=9 -0.2200 0.1673

Table (8) Weights and threshold levels for the ANN optimal model (S/B)s.

Hidden W;; (weight from nodei in the input layer to node j in the hidden Hidden
laver layer) layer
U . . . . . . threshold
nodes i=1 i=2 i=3 i=4 i=5 i=6 i=7 0]
j=8 | 05676 | -0.0014 | 0.0043 | -2.3988 | 2.0426 | 1.4757 | 0.0018 1.7989
Output Wi (weight from nodei in the input layer to node | in the output Output
layer layer) layer
threshold
nodes i=8 0j
=9 | 0.1998 0.1826
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Appendix
Table (1) - Database used for ANN models.
Viscosity | Density
. Initial Initial Specific of of ’
Case FEEETE Locglon Void | Gypsum Q(Le)ss of Inection | Injection Tltme (SB)s, | (S/B)w,
No. Smling Ratio | Content klga‘ Gravity | Materid | Material (H‘s) % %
(&) (Go), % Gy (v), (OF
(cpois) | (gmvenm)
Present | AinAl-
1 Work Tamor | 0833 72 125 2.36 2.02 1.082 24 | 100 | 110
Present | AinAl-
2 Work Tamor | 0833 72 25 2.36 2.02 1.082 8 | 167 | 172
Present | AinAl-
3 Work Tavor | 0833 72 50 2.36 2.02 1.082 72 | 224 | 215
4 Present | AInAl- | 4 o35 72 100 2.36 2.02 1.082 9% | 446 | 457
Work Tamor
5 | Presnt [ AInAl- ) e 2 200 | 236 2.0 1082 | 120 | 623 | 676
Work Tamor
Preent | AinAl-
6 Work Tavor | 0833 72 200 2.36 2.02 1082 | 144 | 1198 | 1431
Present | AinAl-
7 Work Tamor | 0833 72 200 2.36 2.02 1082 | 168 | 1342 | 1792
g | Presnt | AAL e | 2 200 | 236 2.0 1082 | 192 | 1562 | 1942
Work Tamor
g | Presnt  AInAl- e 2 200 | 236 2.0 1082 | 216 | 1671 | 2231
Work Tamor
Present | AinAl-
10 Work Tavor | 0833 72 200 2.36 2.02 1082 | 240 | 1831 | 2342
Present | AinAl-
1 Work Tamor | 0833 72 200 2.36 2.02 1082 | 264 | 1967 | 2429
12 Present | AInAl- | gaq 72 200 2.36 2.02 1082 | 288 | 2031 | 2567
Work Tamor
13 | Present | AINAL ] gan 72 200 236 2.02 1082 | 312 | 2098 | 2677
Work Tamor
Present | AinAl-
14 Work Tamor | 0833 72 200 2.36 2.02 1082 | 336 | 2131 | 27.49
Present | AinAl-
15 Work Tavor | 0833 72 200 2.36 2.02 1082 | 360 | 2197 | 2892
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Viscosity | Density
. Initial Initial Specific of of ’
Coe [ Lorronce | o | Void | Gypsum [ SESS Tof | inedtion | injection | T | (s5B). | (S,
No. Sampling | Rétio | Content k",;a Gravity | Materid | Material [ o f % %
& @ | G)% Gy ), ®.
(c.pois) | (gmvem?)
16 | Present | AINAl- G gan 72 200 2.36 2.02 1082 | 384 | 203 | 2039
Work Tamor
17 | Present AINAL e | 2 200 | 236 2.0 1082 | 408 | 2343 | 3079
Work Tamor
1g | Presnt | AINAL G gag 72 200 2.36 2.02 1082 | 432 | 2367 | 3191
Work Tamor
19 | Presnt | ANAL LG gag 72 200 2.36 2.02 1082 | 456 | 2402 | 3267
Work Tamor
20 | Rresnt Al- 0.746 55 125 2.4 2.02 1.082 24 | 092 | o089
Work Hussainya
21 | Present Al- 0.746 55 25 2.4 2.02 1.082 48 | 143 | 146
Work Hussainya
2 | Present Al- 0.746 55 50 2.4 2.02 1.082 72 | 198 | 201
Work Hussainya
Present Al-
23 Work | Hussinya | 0746 55 100 2.4 2.02 1.082 9% | 242 | 239
24 | Present Al- 0.746 55 200 2.4 2.02 1082 | 120 | 300 | 3122
Work Hussainya
o5 | Pre