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Abstract

This paper describes an experimental method for the estimation of nonlinearity,
calibration and testing of the different types of thermocouples (J and K) using modified
Elman recurrent neural networks mode based Back-Propagation Algorithms (BPA)
learning. Thermocouples sensors are nonlinear in behavior nature but require an output
that is linear. The linear behavior approximation is accepted, for a given accuracy leve,
noise and measurement errors are always present. Therefore, neural networks techniques
are frequently required to minimize these effects. The problem of estimating the sensor’s
input—output characteristics is being increasingly tackled using software techniques such
as Turbo C++ language. A neural networks and a data acquisition paralld port interface
board with designed signal conditioning unit are used for data optimization and to collect
experimental data, respectively. After the successful training completion of the neural
networks, it is then used as a neura linearizer to calculate the temperature from the
thermocoupl€e’s output voltage
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1- Introduction:

In recent years, application of
neural networks has emerged as a
promising area of research in field of
instrumentation and measurement
[1].
approach

It provides a neurocomputing

for solving complex

problems especially in nonlinear
system modeling where the neural
itself is a nonlinear system. This is
extremely useful when the area of
interest is absolutely nonlinear
including the experimental data that
is used for training. One of the most
powerful uses of neural networks is
in function approximation (curve
fitting) [2]. However, many types of
sensors are nonlinear in nature from
which a linear output is desired.

There are many different sensors for

temperature  measurement  and
thermocouples are the most
commonly used [3]. They are

preferred in industrial applications
due to their low cost, wide operation
range and fast response time.
Thermocouples aso have nonlinear
related

Sensor

outputs to temperature;

therefore, modeling and

1623

linearization techniques are
necessary.

In this work, a linearization of
temperature measurement
based on

approach is proposed.

system
the neura networks
The organization of this paper isas
follows. Section two represents the
thermocouples background. Section
three  describes  the
feedforward neural networks to learn
(Modified Elman Recurrent Neural
Networks) by Back
propagation Algorithm. Section four

use of

using

and five represents the core of the
present paper, Hardware design and
Neural Networks Linearization the
nonlinearity of the thermocouples
responses. The result simulation of
the Neura networks linearization
algorithm described by section six.
Finally, section seven contains the
conclusions of the entire work.

2- Thermocouples Background:

A thermocouple is two wires of
dissmilar metals that are electrically
connected at one end (measurement
junction) and thermally connected at
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the other end (the reference junction)
[4].

Calculations determining the
temperature corresponding to a
given measured voltage of a
thermocouple assume that this
voltage corresponds to a temperature
gradient that is referenced to 0°C.
The reference junction is allowed to
follow ambient temperature, where
ambient temperature variations of
the reference junction would cause
significant errors in the temperature
calculation from the voltage output
of the thermocouple, two methods of
reference  junction compensation
exist [5].

Maintain the reference junction at a
constant known temperature such as
an ice bath (0°C). This is where the
term ‘cold junction’ was originally
derived [5].

Obvioudly the second option is far
easier to implement and has led to
the design of many cold junction
compensation circuits. The
necessary voltage correction can be
carried out with software, hardware,
or acombination of both [5].

2-1- Hardware Compensation:

Hardware compensation requires
dedicated circuitry to generate a
compensation voltage according to
the ambient temperature of the
isothermal  block, and add this
voltage to the voltage measured at
the measuring junction. As the
voltage vs temperature relationship
varies between thermocouples, each
thermocouple type must have a
Separate  compensation circuit that
operates over the required working
range of ambient temperatures. This
makes hardware  compensation
circuitry for thermocouples complex
and expensive, and by their nature,
prone to inherent errors. There are
two types of the analog integrated
circuit AD594 and AD595 for J& K
thermocouples types respectively
that analog circuit are frequently
used for improving the linearity of
the sensor characteristics, which
implies additional analog hardware
and typical problems particular to
analog circuits such as temperature
drift, gain and offset error [6,7].

1624
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2-2- Software Compensation:
Software compensation requires
only that an additional direct reading
temperature sensor, such as a
thermistor or silicon sensor, be used
to measure the isothermal block
temperature of the reference
junction. Software is then used to
calculate the equivaent reference
junction  voltage, either by
polynomial equations, or look-up
tables, for the thermocouple type
being used. Once calculated, this
value is added to the measured
output voltage from the
thermocouple. The resulting voltage
is converted back to a temperature,
representing the true thermocouple
temperature [5].
Tzag+avtaV+..+av ..(1)
Where v is the thermocouple voltage
in volts, T is the temperature in
degrees Celsius, and & through a,
are coefficients that are specific to
each thermocouple type table (1)
lists NIST National Ingtitute of
Standards and Testing polynomial

coefficients for several popular

thermocouple types over a selected
range of temperature and over a
selected range of temperature [5].

3- Recurrent Neural Network and
Learning Algorithm:

Recurrent neural networks
have been an important focus of
research and development during the
1990's. They are designed to learn
sequential or time varying patterns.
A recurrent net is a neural network
with  feedback (closed loop)
connections [8]. Recurrent neura
network techniques have been
applied to a wide variety of
problems such as learning strings of
characters and addressed problems
involving dynamical systems with
time sequences of events[8].
Recurrent neural networks (RNN)
have one or more feed-back
connections, where each artificia
neuron is connected to the others
The RNN structures are suitable to
channel equalization and multi-user
detection applications, since they are
able to cope with channd transfer
functions that exhibit deep spectral

nulls, forming optimal decision
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boundaries and are less
computationally demanding than
MLP  (Multi-Layer
networks for these applications.

The structure of MENN (Modified

Elman Neural Network) shown in

Preceptron)

figure (1) represents one of the
smplest types that can be trained
usng dynamic BPA  (Back
Propagation Algorithm), and it is
used to minimize the oscillation or
even instabilities to the training
linearizer network. The output of the
context unit in the modified Elman
network is given by:

P =alP(k- ) +bh (k-3 ...
where hJ(k) and h, (k)are the
output of the context unit and hidden
unit respectively and a is the
feedback gan of the sdf-
connections and b is the connection
weight from the hidden units (c’th)
to the context units (c’th) at the
context layer. The value of a and
b are selected randomly between (O
and 1). From figure (1) it can be seen
that:

h(k) = F{vlU (k),v2h°(k)} ..... 3

ok)=Wh(k) ... 4
where V1,V2 and W are weight
matrices and F is a non-linear vector

function and U (K)is input patterns

to the neural networks. The multi-
layered modified Elman neura
network shown in figure (1) is
composed of many interconnected
processing units called neurons or
nodes. where:

V 1. Weight matrix of the hidden
layers.

V 2. Weight matrix of the context
layers.

W: Weight matrix of the output
layer.

L : Denotes linear node.

H: Denotes nonlinear node with
sigmoid function.

U (K): Input patterns to the neura

networks.

To explan these calculations,
consider the general j’th neuron in
the hidden layer shown in figure (2).
The inputs to this neuron consist of
an ni — dimensional vector (ni is the
number of the input nodes). Each of
the inputs has a weight V1 and V2
associated  with  it. The first
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PDF created with pdfFactory Pro trial version www.pdffactory.com



http://www.pdffactory.com
http://www.pdffactory.com

Eng. & Tech. Journal, Vol.27, No.8, 2009

Design of a Neural Networks Linearization for
Temperature Measurement System Based on
Different Thermocouples Sensors Types

caculation  within  the neuron
consists of calculating the weighted

sum net; of theinputs as[9]:

net; :ghV1j’i " U, +écv2jyc' he
i=1 c=1

...(5
C and nh number of the context
nodes and hidden nodes. For the
standard design recurrent neural
networks, the number of the context
nodes is equal to hidden nodes
nh=C, then c=j.

Next the output of the neuron h;is

calculated as the continuous sigmoid

function of the net j &

h, = H(net;) ...(6)

H(net I 1 (7)
( j)_1+e'”e‘1 .....

Once the outputs of the hidden layer
are calculated, they are passed to the
output layer. In the output layer, a
sngle linear neuron is used to
calculate the weighted sum (neto) of
its inputs (the output of the hidden
layer asin equation (8)).

neto, = éhwkj " h, ....(8)

=1

Where W,; is the weight between the
hidden neuron h; and the output

neuron. The single linear neuron,

then, passes the sum (neto, ) through

a linear function of dope 1 (another
dope can be used to scale the output)
as.

O, =L(neto,) ...(9)
The learning (training) algorithm is
usually based on the minimization
(with respect to the network weights)
of the following objective (cost)
function mean sgquare error (MSE) as
given in equation (10) by using
dynamical Back Propagation
Algorithm learning.

MSE:Nip éf [(Temp, (K) - Temp (K))?]

where: Tempny(K) is the temperature
of the linearization neural networks
model at sample k.

Temp(k) is the true
temperature measurement at sample
K.

Np is the number of the
training patterns.
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4- Hardware Design:

A thermocouple generates a
voltage  proportiond to  the
measurement junction temperature at
mV levels while the cold junction
temperature is constant. In order to
make an accurate measurement the
cold junction temperature must be
known. Figure (3) shows the block
diagran  of the temperature
measurement system designed via
neural networks in the data reading
operation. It conssts of four
thermocouples (type J & K).

The first two thermocouples (J & K)
exposed to a desired temperature for
(learning & testing) are connected to
(AD594 and AD595) respectively
monolithic thermocouple amplifier
with cold junction compensation that
is configured as a standalone Celsius
thermometer.

The second two thermocouples,
including signal conditioning circuit
(5B37-J and 5B37-K) module to
measure the thermocouple output
voltage in (mV) a the temperature
being measured with the equation
(12) [20]:

Vo = Vie - Vyo)” Gain - ....(112)
Where:

Vou IS the 5B37 type J & K module
output from (0 to 5Volt).

V1c is the thermocouple output
voltage in (mV) a the temperature
being measured.

Vzero is the thermocouple output
voltage in (mV) at the minimum
temperature span specified for the
5B37-J is equa to -4.632 mV and
for 5B37-K isequal to -3.553 mV.
The gain of the 5B37-J type J is
equal to 0.105143(V/mV) and for
5B37-K type-K is equa to
0.086688(V/mV).

The four devices output are
connected to the anaog CMOS
multiplexer (4051), which select the
desired thermocouple, or the output
of Celsius thermometer. With 12-bit
analog to digital converter (ADC
574) and designed of Input/Output
interfacing circuit that attached to
standard parallel port of the personal
computer with SPP (Standard
Parallel Port) protocol mode.

The designed signal conditioning
circuit has amplifier (TL064) with
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suitable variable gain output and a
12-bit ADC (AD574) is a high
speed, low power 12-bit A/D
converter [11,12].

This part contans a successive
approximation, and a high-speed
parallel interface. Accuracy of the
system depends directly on step size
of analog to digital converter (ADC).
From a 0 to 10 V inputs, LSB of
ADC574 is 2.44mV. When AD594
& AD59 are used as a Celsius
thermometer, the thermocouple is
omitted, and the differential inputs
are shunted together to common. In
this mode, AD594 and AD595
generate a voltage with a scale factor
of 10mV/C°and its output is used for
cold junction temperature data that
the written software is used. Output
signa of TLO64 is digitized by
ADC574, its output is connected to
the I/O interface card and transferred
to parallel port of personal computer
where  data  reduction  and
optimization are implemented as
shown in figure (4).

To establish the modified Elman
recurrent neural networks weights

and biases, during the learning
operation (training phase), the
International Temperature System —
1990 (ITS-90) calibration unit, with
the accuracy of +£0.05% in the range
of (0 to 100C% for each
thermocouple type is used as the
maximum error  alow. These
voltages and thermocouple type are
used as inputs of the neura
networks, and thermocouple
temperature without cold junction
compensation is the output of the
neural networks. The data used for
learning and testing operation is
taken from Celsus thermometer
output.
5- Neural Networks Linearization:
In addition to requiring cold-
junction compensation,
thermocouples are aso highly
nonlinear, and thus require
linearization. For most purposes,
some form of software-based
linearization is used. Two techniques
of linearization are common:
1- ) Look-up tables.

2- ) Polynomial compensation.
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The modified Elman recurrent neural
networks architecture is used as a
neural linearizer as shown figure (5).
The proposed technique involves a
neura network to evaluate the
thermocouple temperature for two
thermocouples types (J & K) that
thermocouple output voltage (mV) is
given as input patterns to the neural
networks.

Training the neura networks by
using Back-Propagation Algorithm
learning to calculate the temperature
involves presenting it with different
sets of input values and
corresponding measured  values
which range between (0 to 100C°)
and a voltage range between (0 to
10) V.

Differences between the target
output taken from (AD594 or
AD595) and the neural model output
of the neural network are evaluated
by the learning algorithm (Back
propagation Algorithm) to adapt the
weights depend on (MSE) Mean
Square Error as Egs. (10).

The neural linearizer model used for

calculating the temperature is shown

in figure (5) that is trained with
different sets of 100 thermocouple
temperatures for each thermocouple
that is uniformly distributed between
0 and 100C° as shown in figures (6
and 7), which is obtained in the
learning operation.
The input and output data are
normalized between (-1.0 and 1.0)
before training [9].
After several trials with Back-
Propagation learning algorithms it is
found that the most suitable network
configuration is (2 - 10 - 1). This
means that the number of neurons is
five for the hidden layer and five for
the context neurons as shown in
figure (5). After training the weights
of the hidden layer, context layer and
output layer can be shown in
appendix.
The input and output layers have the
linear activation function and the
hidden layers have the hyperbolic
tangent sigmoid activation function.
6- Simulation Result:

Turbo C++ program is used
to learn and test the modified Elman

neural networks linearizer mode for
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temperature measurement  system
with the use of Back-Propagation
learning Algorithm to obtain better
performance and faster convergence
with simpler structure.

The inputs learning patterns of the
temperature are from 0 to 100C° and
the output voltage of the
thermocouple module type J is equal
to (0.487V to 1.045V) and for K
type thermocouple module, the
output voltage is equal to (0.308 to
0.665V) for the same input patterns,
and then digitize the output voltage
of the thermocouples to the personal
computer through the parallel port
interface by using ADC574 with 12
bit conversion.

The desred patterns of the
temperature are from O to 100C°.
The output voltage of the
thermocouple type J with AD594
analog compensation is equal to (OV
to 1V) and for K type thermocouple
with AD595 analog compensation,
the output voltage is equal to (O to
1V) for the same input patterns.
After 5500 epoch for training, the

(MSE) isequal t01.03" 10°°.

As a reault, it is observed that the
neural model output is the same the
actual output of the (AD594 or
AD595) as shown in figure (6) for
type J thermocouple and type K
thermocouple in figure (7).

The error between the actua
temperature and the  neurd
temperature for learning set for the
type (J and K) thermocouples is
shown in figure (8) which shows that
the range of error is between + 0.005
for type (J) thermocouple and
+ 0.0065 for type (K) thermocouple.
For the testing set, it is observed that
the neura model temperature
measurement is close to the desired
actual temperature measurement and
the neural model output is the same
the actua output of the (AD594 or
AD595) a can be seen in figure (9)
for type J thermocouple and for type
K thermocouple in figure (10).

The error between the actua
temperature and the neural model
temperature for testing set, for the
type (J and K) thermocouples, as
shown in figure (11), range between
+0.0075 for type (J) thermocouple
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and 001 for type (K)
thermocouple. The objective
function MSE for the neural network
linearization system is shown in
figure (12).
7- Conclusions

In this paper, the proposed
technique has a potentia future in
the field of instrumentation and
measurement, this technique for
temperature linearization
measurement based on a modified
Elman neural networks model is
proposed. The training process for
recurrent neura  networks is
performed successfully in this study
with the use of back propagation
algorithm, which gives the following
results. Maximum range of error is
between +0.0075 for type (J)
thermocouple and +0.01 for type
(K) thermocouple. Objective
function MSE for the neural network
linearization system, the maximum
value is equal to 1.03" 10" °at epoch
5500. Gain and offset errors of the
sgnal  conditioning circuit are

automatically cancelled as a

consequence of the usage of the
neural networks technique.
8- Appendix:

The weights of the temperature
linearization measurement system
model based on Modified Elman
neural networks for two types of the
thermocouples sensors.

-033 0745 134 0297 - 034
170981 - 237 1569 - 376 0911

-1127 2345 -Q32 -109 022
022 057 -001 051 -2302
_-019 -2121 123 0571 117
©” 1145 -0823 Q034 - 025 -1145
-1131 1101 123 -1154 0417

V\Lj =-0998 133 -197 0255 0.76-
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Table 1. NIST Polynomial Coefficients for Voltage-to-Temperature Conversion {T = a, + a,v + a7

)

Figure (1): Modified EIman Recurrent Neural Networks.
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U, (k)

Figure (2): Neuronj inthe Hidden L ayer.
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Figure (5): The Weights of Suitable Modified Elman
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Figure (6): Temperature M easurement of Thermocouple type (J) for the Learning Set
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Figure (8): Temperature Measurement Error of Thermocouple type (J and K) for the Learning Set.
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Figure (9): Temperature Measurement of Thermocoupletype (J) for the Testing Set.
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Figure (10): Temperature Measurement of Ther mocouple type (K) for the Testing Set.

0.01

0.0075

0.005 i

0.0025 Jt

-0.0025 -

-0.005 -

Temperature Measurement Error
o

-0.0075

-0.01

0 10 20 30 40 50 60 70 80 90 100
Sampling (k)

— Theerror between actua temperature and neural temperature for type J thermocouple
--------- Theerror between actua temperature and neura temperature for type K thermocouple

Figure (11): Temperature Measurement Error of Thermocouple type (J and K) for the Testing Set.

1638

PDF created with pdfFactory Pro trial version www.pdffactory.com



http://www.pdffactory.com
http://www.pdffactory.com

Eng. & Tech. Journal, Vol.27, No.8, 2009 Design of a Neural Networks Linearization for
Temperature Measurement System Based on
Different Thermocouples Sensors Types

0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000 5500
Number of Epoch

Figure (12): The Objective Function MSE.
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