Eng.& Tech. Journal , Vol. 27,No.14,2009

Chebyshev Polynomials and Spectral M ethod for Optimal

Control Problem

Dr. Suha Najeeb Shihab*& Jabbar Abed Eleiwy*
Receved 0n:18/12/2008
Accepted on: 4/6/2009

Abstract

This paper presents efficient algorithms which are based on applying the idea
of gpectral method using the Chebyshev polynomials: including Chebyshev
polynomials of the first kind, Chebyshev polynomials of the second kind and
shifted Chebyshev polynomials of the first kind. New properties of Chebyshev
polynomials are derived to facilitate the computations throughout this work. In
addition the convergence criteria for the proposed algorithms are derived. The use
of the three algorithms has been demonstrated with example.

Keywords: spectral method chebyshev polynomials quadratic optimal control
QOC.
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1. Introduction

Optimal control theory arises from
the consideration of physical
systems, which are required to
achieve a definite objective as cheap
as possible .The trandation of the
design objectives into a mathematical
mode givesriseto control problem.

Optimal control is an important
branch of mathematics and the
applications for it abound in
engineering, science and economics
[11, [2], [3], and [7].

Optimal control is important in a
large number of applications, and

successful  implementations  have
been reported in the literature. In
particular the well known quadratic
optimal control QOC problems have
found wide acceptance.

The work throughout this paper is
concerned with the QOC problems
and is associated with finite time of
minimizing a peformance index
subject to the linear control
dynamics.

The LQOC praoblem can be stated
asfollows:

Find the OC that minimizes the
quadratic performance index
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ty
J = (x"Qx +u'Ru)dt
to
subject to the linear system state
equations

satisfying theinitial conditions

where AT A" A",
B(t)] A" A™, xi A"
ul A™, Q isan n’ n positive
semi definite matrix , X Qx 3 0,
and R isa m™ m positive definite
matrix,

u"Ru >0 unless u(t) =0.

There are a great number of
papers that present approximate and
numerical  methods for finding
optimal controls [4], [6],[8],[11] and
[13].

In this work, three kinds of
Chebyshev Polynomials will be used
with the aid of the spectral method
to find the approximate solutions for
thelinear optimal control problem.

2. Chebyshev Polynomials and
Their Properties

There are several  kinds of
Chebyshev Polynomials. In particular
we shall introduce the first and
second kind polynomials T,(X) and

Uu.(x) , as the shifted
polynomials T, (X).

as wdl

21 The First Kind Chebyshev
Polynomials T, (x) [11]

The  Chebyshev  Polynomial
T (X)of the first kind is a
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polynomial in X of degree n
defined by the relation

T,(X) =cosng when x=cosq
x1[-11],qT [0p]

The important Properties of T, (t)
are k= Ax+ Bu

- The fundamental recurrence
relation of Chebyshev polynomial
can be obtained as follows

X(ty) = X,

T.9=XT,,(¥- T, (¥,

where
T, =1, T, (x)=x

- The Chebyshev product formula
is

1
Tm(X)Tn(X):E(Tmm(XHTm_n )
- The Chebyshev integral s

Ilé-rn+1(x) Tn]_‘(X)L\;I
l= -————0, N
Fa(odx=} 2N n-1g
i1
*ZTz(X),

- The Chebyshev derivative

n=1
is

d B

—T (X)) =2n T (X

o (%) ? (%)
n- r odd

The differentiation operationl
matrix of Chebyshev polynomials of

the first kind D; can be given as

follows
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In the previous matrix it is
assumed that N odd .However, if n

is even then the last row of D
becomes [0 2n 0 2m 0 2m L g
2.2 The Second Kind Chebyshev
Polynomials U, (x) [5]

The  Chebyshev  polynomial
U, (x)of the second kind is a

VHOIMOES: RUSSNG

Proof:

The mathematical induction is
used to prove this lemma. In order to
establish the validity of this lemma,
the following steps are needed:

i) prove that the lemma is

truefor n=0,n=1i.e

polynomial of degree n in X Uy =Sna snm+hg _sn(m+hq _
defined by: °"™ '9nq  sinq sing "
i _sin2g sin(m+1
Un(X)=W—+])C| when X =C0s(q U U = 2q ( )q
sinq sing sing
= 2><§><—>{S|n(m+ 2)q +S|nmq]
sin
The ranges of X and q are the _sin(m+2)q smmq
sameasfor T, (X). sing sing
The important properties of U_(X) =U_,+U_
are and
. The polynomiaj ii) for fixed n- 1 , assume
U_(X) satisfies the that lemma (1) istrue.

recurrence reation
U n(X):ZXU n—l(X)' U n—Z(X)!

the initial conditions
U, (x)=2x

New interesting formula
concerning the product of
Chebyshev polynomials of the
second kind has been derived and
given by the following lemma

with
U,(x)=1,

Lamma (1):

The product of Chebyshev
polynomials of the second kind
U, U, isgivenby

n=23,..

2644

Then prove that lemma (1) is true for

Ny wi Uad of the following

fOI’rﬁtlj I? m+n-1- 2i

Un_zxun—l Un—2

We obtain

UnUm:(zxun»l- Un»z)um

:2XUn»1Um- Un»ZUm

Hence
no-l n°-2

Un Um :2Xa Um+n-1—2i - a. Um+n-2-2i
i=0 i=0

since X=cosq, this yidds the

following result

Brsdnm+n- 2)

uu, ZCosqa

i=0 sim i=0 s
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By expanding the above formula, we

These polynomials can be

get: generated by noting T, (x)=1 ,
-a%cosqv in (m+n) sin(m+n- 1)0 692cxp§o( sn$m+n 2) sm(m+n 3)0
sing sing
B sin(m- n+1) sin (m- n+20 The |mportant propertls of
O Sng sng ga (X is T(9=22-IT,,(9- T,.(9
The recurrence relation
Then, simplyfing the result to get the The product of two shifted
required result. Chebyshev polynomialsis
- The differentiation  operational RS (. .
. . T OT, )==(T, . (0)+T t
matrix of Chebyshev  polynomials o (OTn () 2(””“() ‘”‘m‘())
of the second kind D, can be given The differentiation operation
by matrix of shifted Chebyshev
polynomials of the first kind
@ 0000 0L 0§ D i
o000 0L 0! T 1S
@ 4000 0 L 00
€ u & 0 0 0 0 0 0
@0600 0L 0g E ) o o o o o
D,=0 408 0 0 L ou & 0 8 0 0 0 0
206010 0 L 0y 6 o 12 o0 o o
Py ] D,.=¢ 0 16 0 16 0 0
?408012L03 § 10 0 20 0 20 0
@M [/ e ] M[; g W W W W W W
2 06010 0 L 2nf €0 4m2 0 4m2 0 4m-2)
&(m- 1) 0 4(m- 1) 0 4(m- 1) 0
In the previous matrix it is assumed The matrix D_.is an (m m)
N

that n is odd.
However, if N is even then the last

row of D, becomes
[0 4 08 012 0 L 2n

The  integra of U, (x)is

oY.(¥) dx:ni+l X7 ,,(X) +constant
23 The First Kind Shifted
Chebyshev Polynomial T, (X) [5]
The shifted chebyshev
polynomials T (t) are defined in the
interval xI [0]]
T, ()=T,()=T,(2x- 1)

as
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matrix. Note that the matrix is square
exactly because the derivative of a
polynomial is a polynomial of lower
degree.

The matrix has a row of zeros
because the derivative of a constant
is zero.

3. Spectral Method for OCP

In this method the solution is
assumed to be a finite linear
combination of some sets of analytic
basis functions. However, as the
number of basis functions increases
we might be able to get more
accurate solution to QOC problems.
The most important practical issue
regarding such method is the choice,
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type, of the basis functions{f i}.

Throughout the work, in this chapter,
the basis functions that will be used
are Chebyshev polynomials of the

first kind{Ti}, Chebyshev
polynomials of the second kind
{Ui}and shifted  Chebyshev
polynomials of thefirst kind{T i |

The spectral method for a finite
LQOCP is described as follows:

Write the necessary conditions to
determine the optimal solution of the
finite LQOCP

&=Ax—%BR‘1BTI ,

14 =-20x- ATl ,
u=- lFe'lE;Tl
2

with the initial conditions X(O) =%
and thefinal conditions | (t, )=0.

Choose a set of stateand adjoint
variables and then approximate
them by using a finite length series

f

i
N

X, (t) » XJN t) = é, aijfi(t) )

i=0
N
NOEY J.N(t)=§10b.jfi(t)
11=12K,q

The remaining 2(N- Q) state and
adjoint variables are obtained from
the system state and the system
adjoint equations.

Form the (2N~ 2N) system of
linear algebric eguations of the
unknown parameters a; and b;
i=12,K,N, j=12K,q, fromthe
unused state and adjoint equations as
well as from the initiad and final
conditions. That is the (2N~ 2N)

system of eguations can be formed
from the equations:

X (1) = AX; - lBR'lBTIi
2

& ) =-2Qx - ATl

j=q+lLg+2K,n; i=12,K,n.

with the conditions  x; (0) = x, and
l(t)=0;j=L2,K,n

The approximations for the state
variables X" (t) and the adjoint

variables |v); j=12,k,n, Can be
written in a matrix form

&, ay ay L oay 9? 00

6

¢+ ¢ :

QX2+=Qa02 a, a, L aN2+Qf1f

CwT S WIS T

G5 fa, &, a, L oausf .
o, 0 alby, b, L by0a,0

20 @ b =G 0
QI 2+:Qb02 blz bzz L bwzfgnf
SHT Cnom WIEw
élna gbl)n Qn bZn L bnN EéNE

The two matrices can bewrittenin
theform

x=af and | = Dbf . (2

Differentiating the systems with
respect to t to obtain
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k=a f&
li=p NE)

where the matrix D, is the
differentiation operational matrix of
the basis functions f .

Now, the approximations (2) and
their derivatives (3) are inserted into

egns. (1) and eguate the coefficient
of the bases functions f, toyidd

aD,f = Aaf - %BR'lBbe :

bDf =-2Qaf - A'bf  ...(4)

Both the initial conditions and the
final conditions can aso be
expressed using the basis functions

f a t=0 and t=t;
respectively to obtain the equations
N N
aaijfi(o)=X0 ahjfi(tf):o
= i=0
i=12,K,n .. (5
The resulting system which we
obtain from eguations (4),(5) can be
solved by using Gauss dimination
procedure, with pivoting,
to find the unknown parameters

a_iiand b”, i:1,2,K,n
j = :Lz! K! q .
Approximate the performance
index

J =¢f 'a’Qaf +f Tg"Rgf )dt

0
where J” is the approximate value
of J.
Le a'Qa=M and g'Rg=S,
then

2647

g

J'=¢ff "Mf +f TS )dt
0

Now, the numerical solution has been
obtained by using three types of basis

functions f;
i =0LK,N.(T,(t),U;(0),T (1))

4. The Convergence Test for
the proposed Algorithms:[5]

In the spectral method, the state
and adjoint variables are expanded
inteems of a sat of orthogonal
functions (basis set) or at least
linearly independed s&t,

®=a adf ()

k=1

3 X
L) =a bf ()

k=1
i=12,K,n

It is not possible to perform
computations on an infinite number
of terms, therefore, we must truncate
the above series. That is we take

Xy (1) :éN. a,f (1)

k=1

I () = é’\_l. b, f . (t)

so that

and

X (1) = % (1) + & af o (1) =% (V) +1,(1)

k=N+1
we must sdect coefficients such

that the norm of the residual function
[r(t)] is less than some convergence

criterion e , where
r(t) = max(ry(t),r,(t),K,ry ().
Now we will return to the

guestion of how large N must be
later. There is a convergence test
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that must be used with spectral ¥
method. It is to do with the number @)=l @)+ abf.t)=1,0C) +r ()
of terms kept in the basis set N. The k=N+1

most useful test of convergence in

terms of N comes from examining P 1

1 +M
8Os A a1 - a a.T.(t)— g <e

the L2 norm of X andl;, B3¢ 1o o g
i =12,K,n(the state and adjoint P 1
variables that is approximated), i.e., gé?”gmain(t)??dt 4z o i=12,K,n
1 - 1€i=nN+1 7] B
/b N~
e\ 2 u2 b
édxi(t)' XiN(t)) dtg <€ Ao - R
€a a cofa aT()2®8 at()my <e
and 6.1€i=N +1 G ei=N-+1 g qQ
1
O 1L OFdy <o g g
< [ iN u a aaa 0T(t)T(t)dt<e
U i=N +1 j=N +1
Let e =max(e,,e, K.e ), :
Since
therefore 1( )
. 3 T(OT (t)==\T., (t)+T, . (t
gax(t)-xN(t))zdtH <e and ®) J( ) 2 J( ) ‘ J‘( )
N i
& , 2 Therefor
é_.(\ix(t)'XN(t)) dtg <e N +M N+§ 1 1 ( )
& . 3 °aa T, (t)+ T, ,(t))d <e
for al N greater than some value a. as O (0 Ty ()
N,. Since we do not know X(t) 42 The Convergence Test for
ad | (t) , we replace the Spectral Method Using U ,, (t)

If Chebyshev polynomials of the

esumably  better roximation
o y P second kind are used to approximate

Xam (1) and 1y (1), where both the state and adjoint variables,
Ms31 we will get
o - 1 OF et e A
& i g
. 2 61 1
o O, OF ] <e EFA au, (- & au, (t)— @i <e
& a g 1€ i=o i=0 f
4.1 The Convergence Test for
Spectral Method Using T, (t) [9] P
1
If Chebyshev polynomials of the ét & e
first kind are used to approximate eck a au, (t) dtu <e
both the state and adjoint variables, 818i=Nu 2 f

we will get
2648
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b

16§“+M 1

écy A ay, (t) g a aU (t)‘dtu <e
@ 1€i=N+1 dei=N+1
Therefore

N+M N+M

a aalaJdJ MU, (t)dt<e
i=N+1 j=N+1 -
Since

U, (t)u j(t) = é. U i+j—2k(t)
k=0
Therefore,

N+M N+M

a aa

i=N+1 j=N+1

1
a;0a U, o(t) dt<e

-1k=0

4.3 The Convergence Test for
Spectral Method Using T n (t)

If shifted Chebyshev polynomials
are used to approximate both the
state and adjoint variables, we will
get

1

ela§+M
éc‘)zaaT (t)- aaT (t) dtu <e
i=0 g
b
1
é@?:élé aT’ (t) dtu <e
@)e|N+1 g
b
€ odigM
ek aT' (®? gaaT (t)—dtu <e
€o€i=N+1 gei=n+
p
N+M N+M

a aaa OT T () dt<e

i=N+1 j=N+1 0

2649

Since

TOT 10 =5 (" 0+ T 0)

Therefore,
N+M N+M .
a a aajoé( e ®+T o (1) dt <e
i=N+1j=N+1
Test Example
Example (2):

Consider the finite time quadratic
problem
Minimize

1
J= dx2 + uz)dt
0

subjectto X = U, x(0)=1

The exact solution to this

problem is given by

x(t) = cosnd- t) and

coshl
u(t) = - sinh(1- t) ,
coshl

while the exact value of the
performance index is

J =0.761594156 .when we using
T,(t)and U, (t), the time interval
t7 [01 of the optimal control
problem is transformed into the
interval  t 1 [ Ll] using the
transformationt =2t - 1

This transforms the optimal

control problem in example (1) into:
Minimize

J =iax2 +u2)dt
2-1

subject to &:%u . x(-D)=1
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In order to apply the spectral method,
onefirst finds:

The Hamittonian:

H =E(x2+u2)+il u
2 2

The adjoint equation: 4= x
The sufficient condition for
optimality:

m:o b

fu
Therefore

u+£| =0
2

1
u=-=I
2

Thefinal systemis: =- %

&
sy | =-x

with  the
x(-1) =1,

boundary  conditions:
| (1) =0

In order to apply the spectral method,
onefirst finds:

The Hamittonian:

The adjoint equation:
- Thesufficient condition for
optimality:
Tu
Therefore u=- %|
The final system is
1
k=-=1  Id=-2x
2
with the boundary conditions:

x©0)=1, 1@®=0
5. Discussion
The spectral methods have some
advantages, some of these
advantages are:

H=x*+u’>+lu

2650

The obtained solution using
spectral methods can be

implemented easy.
- In a smple way, equa
number of eguations and

unknown parameters can be
obtained, that is, square set of
equations, so that, Gauss
Eliminations, with pivoting, can
be used to find the unknown

parameters.

An accurate approximation,
using the above technique,
depends on:

The number of basis
functions . (t) , i.e, as
the order of the basis
function increases, the
approximate
performance value will
converge to the optimal
value when the
following stopping
criterion is satisfied:
Ji=n - Ji=nn| <e
where e
value.

The type of

(i)
functions.
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Tables (1), (3) showsthe

approximatevaluesfor J" by
applying the algorithms with

T (), U, (t) and T, (t)for
different valuesof N .

Table (1)
Approximate Values of J With Ty, (1)
N USI..I‘?g I:\" (r:} '}ﬂmrr . Ja'_pp.

3 | 0.8168638732 | 0.0552446
4 1 0.7615879193 | 0.0000062
5 | 0.7615938058 | 0.0000003
6 | 0.7615941507 | 0.0000000
7 1 0.7615941507 | 0.0000000

Taklie (2)
Approximat e Values aof J'™ With U7 & L)

N Using U7, (1) |J’_m“rr — T on.

3 0.7619934561 0.0003993

4 0.7616027555 0.0000086

5 0.7616261081 0.0000032

6 | 0.7615941686 0.0000000

7 | 0.7615941686 | ©-0000000
Table (3)

Approximat e Values of J' With Ty (1)

Jﬁ.‘t’-!’.‘f:‘ - "'rap_.s.

3 | 0.7624202441 0.0008261
4 | 07615879192 0.0000062
5
6

N | using T, (t)

0.7615937061 0.0000004

0.7615941663 | 0-0000000
7 | 07615941663 | ©-:0000000
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