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Abstract: 

This paper explores the integration of machine learning techniques in econometric 

analysis, emphasizing the transformative impact on economic research. The study 

highlights three key applications: predictive modeling, causal inference, and text 

mining. It illustrates how deep learning models, like neural networks, improve 

forecasting accuracy by capturing complex patterns in time series data. In causal 

analysis, machine learning techniques such as random forests and generalized random 

forests enhance estimation of treatment effects, enabling robust policy evaluation. 

Additionally, text mining and sentiment analysis unlock insights from unstructured data, 

including financial news and social media, providing real-time economic indicators and 

aiding in risk assessment. The paper also discusses challenges associated with model 

interpretability, data quality, and overfitting, recommending future research to focus on 

hybrid models that combine traditional econometrics and machine learning approaches. 

The findings suggest that interdisciplinary collaboration between economists and data 

scientists will be crucial for advancing economic analysis and translating machine 

learning innovations into practical economic insights. 
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 التعلم الآلي والاقتصاد القياسي: سد الفجوة من أجل تحليل اقتصادي محسّن

 

 

 

 

 

 

 

ثير على التأ لتركيزيستكشف هذا البحث تكامل تقنيات التعلم الآلي في التحليل القياسي الاقتصادي، مع االمستخلص: 

والاستدلال  ؤية،نمذجة التنبالتحويلي على البحث الاقتصادي. تسلط الدراسة الضوء على ثلاثة تطبيقات رئيسية: ال

ين دقة ى تحسالسببي، واستخراج النصوص. كما يوضح كيف تعمل نماذج التعلم العميق، مثل الشبكات العصبية، عل

م الآلي مثل يات التعلل تقنالتنبؤ من خلال التقاط الأنماط المعقدة في بيانات السلاسل الزمنية. في التحليل السببي، تعم

لسياسات. ا قوي ا لقييم  والغابات العشوائية المعممة على تعزيز تقدير تأثيرات العلاج، مما يتيح ت الغابات العشوائية

ا في ة، بمبالإضافة إلى ذلك، يعمل استخراج النصوص وتحليل المشاعر على فتح رؤى من البيانات غير المنظم

يم دة في تقيلمساعية في الوقت الفعلي واذلك الأخبار المالية ووسائل التواصل الاجتماعي، وتوفير مؤشرات اقتصاد

ا التحديات المرتبطة بتفسير النموذج وجودة البيانات والإفراط في  ز، ويوصي لتجهياالمخاطر. يناقش البحث أيض 

الآلي.  هج التعلمدي ونبإجراء أبحاث مستقبلية للتركيز على النماذج الهجينة التي تجمع بين القياس الاقتصادي التقلي

ة لغ الأهميا بانتائج إلى أن التعاون متعدد التخصصات بين خبراء الاقتصاد وعلماء البيانات سيكون أمر  تشير ال

 لتطوير التحليل الاقتصادي وترجمة ابتكارات التعلم الآلي إلى رؤى اقتصادية عملية.

 ج النصوص،ستخراالسببي، ا: التعلم الآلي، القياس الاقتصادي، النمذجة التنبؤية، الاستدلال الكلمات المفتاحية

 التحليل الاقتصادي

 

 

1. Introduction 

The integration of machine learning (ML) and econometrics has garnered 

significant attention in recent years, driven by advances in computational 

power, data availability, and algorithmic techniques (Athey, 2018). Both 

fields share the goal of understanding and predicting economic phenomena, 

but they approach problems from different perspectives. Econometrics 

 أولاوالي عزيز أكينولولو، 

 أوسوغبو النافورة، جامعة

 yusuf.jamiu@fuo.edu.ng 

 القادري عبد إدريس

 لاغوس ولاية لاغوس، جامعة

Abdulkadri24@gmail.com 

 جاميو أديني يوسف

 أوسوغبو النافورة، جامعة 

Akinlolu.azeez@gmail.co

m 

https://doi.org/10.36325/ghjec.v21i1.17773
mailto:yusuf.jamiu@fuo.edu.ng
mailto:Abdulkadri24@gmail.com
mailto:Akinlolu.azeez@gmail.com
mailto:Akinlolu.azeez@gmail.com


Al-Ghary Journal of Economic and Administrative Sciences    Vol. 21 (No.1) 2025 PP. 57-86 

 
 

 

 
 

DOI: https://doi.org/10.36325/ghjec.v21i1.17773 
 

57 

traditionally emphasizes causal inference and theory-driven modeling, 

while machine learning focuses on predictive accuracy and data-driven 

approaches (Varian, 2014). The intersection of these fields has opened new 

possibilities for improving economic forecasting, causal analysis, and 

policy evaluation, offering a more comprehensive toolkit for modern 

economic research. 

Econometrics, rooted in statistical methods and economic theory, has long 

been pivotal in shaping economic policies and business strategies. It 

provides a rigorous framework for making inferences about causal 

relationships, helping policymakers understand the effects of economic 

policies and interventions on macroeconomic outcomes, labor markets, and 

financial systems (Wooldridge, 2019). However, traditional econometric 

techniques often face challenges in handling high-dimensional data, non-

linear relationships, and complex interactions between variables. Machine 

learning, with its origins in computer science, offers flexible and scalable 

solutions that can detect intricate patterns in large datasets, enabling more 

accurate predictions and sophisticated data analysis (Mullainathan & 

Spiess, 2017). 

Combining machine learning with econometric methods enhances the 

predictive power of economic models and enables more sophisticated 

analysis of causal relationships. For example, deep learning models, 

including neural networks, have been shown to outperform traditional time 

series models in economic forecasting by capturing complex dependencies 

across time and variables (Choi & Varian, 2012). Furthermore, machine 

learning approaches such as random forests, causal forests, and targeted 

maximum likelihood estimation (TMLE) provide novel methods for causal 
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inference, allowing economists to estimate treatment effects while 

accounting for potential confounders (Athey & Imbens, 2019). 

The growing synergy between machine learning and econometrics is 

reshaping the landscape of economic research. By leveraging vast amounts 

of data—ranging from conventional economic indicators to unconventional 

sources such as social media posts, financial news, and policy documents—

economists can measure and predict economic events with greater accuracy 

(Gentzkow, Kelly, & Taddy, 2019). This expanded data environment not 

only improves forecast accuracy but also supports more granular analysis 

of economic trends and events, offering insights that were previously 

unattainable through traditional econometric approaches. 

The primary objective of this article is to explore the complementary nature 

of econometrics and machine learning, highlighting how their integration 

can improve economic analysis. The discussion will focus on three critical 

areas: deep learning for economic forecasting, machine learning techniques 

for causal inference, and the use of text mining for economic analysis. By 

addressing these aspects, the paper aims to provide a comprehensive 

overview of the evolving role of machine learning in econometrics, 

outlining potential benefits, challenges, and future research directions. The 

need for interdisciplinary collaboration between economists, data scientists, 

and policymakers is underscored as a crucial factor in realizing the full 

potential of these combined approaches (Varian, 2014). 

To address the integration of these methodologies, the paper will explore 

the following research questions: How can machine learning enhance 

traditional econometric models to improve economic forecasting? What 

innovative techniques can be used for causal analysis in economics through 

https://doi.org/10.36325/ghjec.v21i1.17773


Al-Ghary Journal of Economic and Administrative Sciences    Vol. 21 (No.1) 2025 PP. 59-86 

 
 

 

 
 

DOI: https://doi.org/10.36325/ghjec.v21i1.17773 
 

59 

machine learning? How can text mining and sentiment analysis enrich 

economic insights? Through these questions, the study aims to contribute to 

the literature on the integration of machine learning and econometrics, 

providing insights into addressing contemporary economic challenges. 

The subsequent sections will delve into the applications of deep learning in 

economic forecasting, examine machine learning methods for causal 

inference, and explore the role of text mining and sentiment analysis in 

modern economic research. These discussions will be supplemented with 

case studies and empirical evidence to illustrate the practical implications 

and potential of combining machine learning with econometrics. Through 

this exploration, the paper aims to provide a roadmap for future research, 

highlighting the transformative potential of this interdisciplinary approach 

in economics. 

2. Deep Learning for Forecasting 

2.1 Challenges of Economic Forecasting Using Traditional Methods 

Economic forecasting has traditionally relied on statistical models like 

autoregressive integrated moving average (ARIMA), vector autoregression 

(VAR), and ordinary least squares (OLS) regression. While these methods 

are valuable for analyzing time series data, they face significant limitations 

when addressing the complexities inherent in economic data. The primary 

issue lies in the linearity assumption embedded in many econometric 

models, which limits their ability to capture the complex, nonlinear 

relationships that often exist between economic variables. This can lead to 

suboptimal performance, especially in environments characterized by high 

levels of volatility, structural changes, or the presence of nonstationary data 

(Koop, 2013). For example, ARIMA models are effective in handling 
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linear time series but struggle to accommodate sudden economic shifts or 

changes in trend. 

Moreover, economic data frequently exhibit characteristics such as 

heteroscedasticity, where the variance of errors is not constant, 

nonstationarity, where statistical properties of the data change over time, 

and structural breaks, which are sudden changes in the underlying process 

generating the data. These features complicate the forecasting process, as 

traditional econometric models may not adequately address these issues, 

leading to inaccurate predictions (Stock & Watson, 2016). During periods 

of economic instability, such as financial crises or rapid technological 

changes, traditional models may fail to adapt quickly, thus providing 

unreliable forecasts. These limitations underscore the need for alternative 

approaches that can accommodate nonlinearity, adapt to structural changes, 

and leverage the increasing availability of high-dimensional economic data. 

2.2 Deep Neural Networks and Their Architecture 

Deep learning, a subset of machine learning, has emerged as a powerful 

tool for economic forecasting, particularly due to its ability to model 

complex, nonlinear relationships and learn patterns from large datasets. At 

the core of deep learning are artificial neural networks (ANNs), which 

consist of multiple layers of interconnected nodes or neurons. These 

networks learn to map inputs to outputs by adjusting weights through a 

process called backpropagation, which iteratively reduces prediction errors 

by fine-tuning the parameters within the network (LeCun, Bengio, & 

Hinton, 2015). 

A typical deep neural network (DNN) architecture includes an input layer 

that receives the data, several hidden layers where feature extraction 

https://doi.org/10.36325/ghjec.v21i1.17773
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occurs, and an output layer that provides the final predictions. The hidden 

layers enable the network to detect features at different levels of 

abstraction, making deep learning well-suited for capturing intricate 

patterns in economic data that traditional linear models may miss. The 

choice of architecture depends on the nature of the forecasting task. For 

instance, recurrent neural networks (RNNs) are designed for sequential 

data and have proven effective in time series forecasting because they can 

capture temporal dependencies. RNNs utilize feedback loops to retain 

information from previous time steps, allowing for a dynamic 

representation of time series data. However, they are limited by the 

vanishing gradient problem, where gradients used in backpropagation 

diminish over time, affecting the learning process (Goodfellow, Bengio, & 

Courville, 2016). 

To address these limitations, variants of RNNs, such as long short-term 

memory (LSTM) networks, have been developed. LSTM networks 

incorporate memory cells that can store information over long time periods, 

effectively handling the vanishing gradient problem and improving the 

model's ability to learn from long-term dependencies. These features make 

LSTM networks particularly useful for economic forecasting tasks where 

past events significantly influence future outcomes, such as predicting GDP 

growth or stock market movements. Other architectures, such as 

convolutional neural networks (CNNs), while traditionally used in image 

processing, have also been applied to economic forecasting to capture local 

dependencies in multivariate time series data (Borovykh, Bohte, & 

Oosterlee, 2019). 

2.3 Applications of Deep Learning in Economic Forecasting 

https://doi.org/10.36325/ghjec.v21i1.17773
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The application of deep learning techniques in economic forecasting has 

shown promising results across various domains, including predicting gross 

domestic product (GDP), inflation, stock prices, exchange rates, and 

unemployment rates. For instance, studies in financial markets have 

demonstrated that LSTM networks can outperform traditional econometric 

models like ARIMA and GARCH (Generalized Autoregressive Conditional 

Heteroskedasticity) when forecasting stock prices due to their ability to 

capture long-term dependencies and non-linearities present in financial 

time series data (Fischer & Krauss, 2018). This advantage becomes 

particularly evident during periods of market turmoil, where the 

relationships between variables can change rapidly and exhibit complex 

interactions. 

In the realm of inflation forecasting, deep learning models such as RNNs 

have been found to provide more accurate predictions than traditional 

models, especially in high-volatility environments where the relationship 

between inflation and macroeconomic indicators is not linear. RNNs' 

ability to dynamically adjust to changing data patterns allows for better 

modeling of inflation trends that may shift due to sudden economic shocks 

(Huang et al., 2019). Furthermore, deep learning models have been 

successfully integrated with macroeconomic indicators to forecast GDP 

growth, with studies indicating that these models outperform traditional 

methods by leveraging large datasets and capturing complex relationships 

that linear models fail to address (Kumar & Ravi, 2016). 

Another application is in exchange rate forecasting, where combining deep 

learning models with market sentiment data, such as news articles and 

social media posts, has led to significant improvements in predictive 
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accuracy. By incorporating textual data as inputs, deep learning models can 

extract valuable insights from unstructured data sources, which may 

contain early signals of currency movements that are not captured by 

conventional numerical indicators. For example, sentiment analysis applied 

to financial news can enhance the performance of forecasting models by 

providing real-time updates on market sentiment, which traditional 

econometric models do not account for (Zhang, Aggarwal, & Qi, 2017). 

Additionally, the use of hybrid models, which combine deep learning 

techniques with traditional econometric approaches, has shown 

considerable promise. For instance, a hybrid model that integrates LSTM 

networks with ARIMA or VAR models can capture both linear and non-

linear components in time series data, resulting in more robust forecasts 

(Smyl, 2020). This hybrid approach allows for the strengths of both 

traditional and modern techniques to be harnessed, leading to 

improvements in forecast accuracy and reliability. Such models have been 

employed in various fields, including energy consumption forecasting, 

labor market analysis, and housing price prediction. 

The evidence suggests that deep learning can serve as a valuable 

complement to traditional econometric techniques, particularly when 

dealing with complex datasets and nonlinear relationships. However, the 

successful implementation of deep learning models in economic 

forecasting requires careful consideration of model architecture, data 

preprocessing, and hyperparameter tuning to avoid overfitting and ensure 

generalizability. Future research could explore the development of 

automated machine learning (AutoML) tools that simplify the process of 
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model selection and optimization for economic forecasting tasks (Hutter, 

Kotthoff, & Vanschoren, 2019). 

2.4 Empirical Evidence on the Performance of Deep Learning Models 

Empirical studies comparing the performance of deep learning models with 

traditional forecasting methods reveal mixed results. While deep learning 

often excels in capturing non-linear relationships and making short-term 

predictions, it may not always outperform traditional methods in the long 

term. This is partly due to the risk of overfitting, where the model learns 

noise in the training data rather than the underlying signal (Makridakis, 

Spiliotis, & Assimakopoulos, 2018). 

Nonetheless, the flexibility of deep learning models enables them to adapt 

to different types of economic data and forecasting horizons. For example, 

a study by Medeiros, Vasconcelos, and Veiga (2021) found that ensemble 

methods combining deep learning with traditional econometric models 

yielded the most accurate forecasts for macroeconomic variables. Such 

hybrid approaches leverage the strengths of both fields, improving 

predictive performance while maintaining interpretability. 

 

3. Causal Inference with Machine Learning 

3.1 Importance of Causal Inference in Economics 

Causal inference is a cornerstone of econometrics, aiming to identify cause-

and-effect relationships that inform decision-making and policy 

formulation. Economists often need to understand the impact of 

interventions—such as tax reforms, monetary policy changes, or social 

programs—on economic indicators like employment rates, income 
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distribution, and inflation. However, establishing causality is notoriously 

difficult due to challenges like confounding factors, selection bias, and 

endogeneity, which may distort causal relationships (Angrist & Pischke, 

2009). 

Traditional econometric techniques, including instrumental variable (IV) 

methods, regression discontinuity designs (RDD), and difference-in-

differences (DiD), have been used for causal inference. While these 

methods are valuable, they often assume linearity or homogeneity of 

treatment effects, which may not be appropriate in complex, high-

dimensional economic datasets. Machine learning can enhance causal 

analysis by offering flexible, data-driven methods to estimate treatment 

effects and account for confounding factors in non-linear settings (Athey & 

Imbens, 2017). 

3.2 Challenges in Identifying Causal Relationships 

In economic systems, identifying causal relationships is challenging 

because of dynamic interactions, feedback loops, time-varying 

confounders, and non-linear relationships. Traditional methods may require 

strong assumptions, such as no unobserved confounding or linear 

relationships between variables, which are difficult to justify in real-world 

data. Additionally, the complexity of modern datasets, which often contain 

large numbers of variables, necessitates approaches that can handle high-

dimensional data without overfitting (Varian, 2014). 

Machine learning offers a way to tackle these challenges by leveraging 

flexible models that do not impose rigid parametric assumptions. These 
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techniques can be used to estimate conditional average treatment effects 

(CATEs), allowing for heterogeneity in treatment effects across different 

subpopulations. However, applying machine learning to causal inference is 

not straightforward, as it requires adjustments to account for potential 

biases and ensure valid causal estimates. 

3.3 Machine Learning Techniques for Causal Inference 

Several machine learning methods have been adapted for causal inference 

to enhance the identification and estimation of causal relationships. Here 

are some notable techniques and their applications: 

3.3.1 Causal Forests 

Causal forests extend the random forest algorithm to estimate 

heterogeneous treatment effects by partitioning the data into subgroups 

with similar characteristics. This method is valuable for uncovering 

variations in the impact of an intervention across different population 

segments. Causal forests use an ensemble of decision trees to estimate 

treatment effects, allowing for the estimation of individual treatment effects 

(ITE) and CATEs by averaging across many trees (Wager & Athey, 2018). 

Implementation Example: To implement causal forests in Python, the 

econml package from Microsoft's EconML library can be used: 

python 

Copy code 

from econml.dml import CausalForestDML 

from sklearn.ensemble import RandomForestRegressor 

https://doi.org/10.36325/ghjec.v21i1.17773
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# Load data: X (features), y (outcome), T (treatment) 

causal_forest = CausalForestDML( 

    model_y=RandomForestRegressor(), 

    model_t=RandomForestRegressor(), 

    discrete_treatment=True) 

# Fit the model 

causal_forest.fit(y, T, X=X) 

# Estimate treatment effects 

treatment_effects = causal_forest.effect(X) 

Source: Authors Computation on EconML library in Python, 2024 

3.3.2 Double Machine Learning (DML) 

Double machine learning (DML) is a technique that combines traditional 

econometric methods with machine learning algorithms to improve causal 

inference by controlling for confounding variables in high-dimensional 

settings. It separates the prediction of outcomes and treatment assignments 

from the estimation of treatment effects, reducing bias (Chernozhukov et 

al., 2018). 

Implementation Example: The EconML library can also be used to 

implement DML in Python: 

python 

Copy code 

from econml.dml import LinearDML 

from sklearn.ensemble import GradientBoostingRegressor 

https://doi.org/10.36325/ghjec.v21i1.17773


Al-Ghary Journal of Economic and Administrative Sciences    Vol. 21 (No.1) 2025 PP. 68-86 

 
 

 

 
 

DOI: https://doi.org/10.36325/ghjec.v21i1.17773 
 

68 

# Set up the DML model with Gradient Boosting 

dml_model = LinearDML( 

    model_y=GradientBoostingRegressor(), 

    model_t=GradientBoostingRegressor(), 

    discrete_treatment=False) 

# Fit the model to the data 

dml_model.fit(y, T, X=X) 

 

# Estimate the average treatment effect 

ate = dml_model.ate(X) 

Source: Authors Computation on EconML library in Python, 2024 

3.3.3 Deep Instrumental Variables 

Deep instrumental variables (deep IV) extend traditional IV approaches by 

using deep learning to model complex, non-linear relationships between 

endogenous variables and instruments. This method is particularly useful 

when dealing with high-dimensional covariates and non-linear relationships 

where traditional IV methods struggle (Hartford et al., 2017). The use of 

deep neural networks allows for flexible function approximation, making it 

possible to identify causal relationships that would otherwise remain 

hidden. 

Implementation Example: Implementing deep IV models often involves 

combining deep learning frameworks like TensorFlow or PyTorch with 

econometric tools. Here's a conceptual example using PyTorch: 
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python 

Copy code 

import torch 

import torch.nn as nn 

import torch.optim as optim 

 

class DeepIVModel(nn.Module): 

    def __init__(self, input_dim, hidden_dim): 

        super(DeepIVModel, self).__init__() 

        self.fc1 = nn.Linear(input_dim, hidden_dim) 

        self.fc2 = nn.Linear(hidden_dim, 1) 

    def forward(self, x): 

        x = torch.relu(self.fc1(x)) 

        x = self.fc2(x) 

        return x 

# Define the model, loss function, and optimizer 

model = DeepIVModel(input_dim=X.shape[1], hidden_dim=64) 

criterion = nn.MSELoss() 

optimizer = optim.Adam(model.parameters(), lr=0.001) 

# Training loop 

for epoch in range(epochs): 

    optimizer.zero_grad() 

    outputs = model(torch.tensor(X, dtype=torch.float32)) 

    loss = criterion(outputs, torch.tensor(y, dtype=torch.float32)) 

    loss.backward() 

    optimizer.step() 
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Source: Authors Computation on EconML library in Python, 2024 

3.3. 4 Combining Machine Learning with Traditional Econometrics 

Machine learning can enhance traditional econometric methods by 

providing better handling of non-linearity, high-dimensional data, and 

heterogeneity. Techniques like propensity score matching can be improved 

by using machine learning algorithms to estimate propensity scores more 

accurately. Similarly, synthetic control methods can be enhanced by 

applying regularized regression techniques, such as Lasso or Ridge 

regression, to select optimal weights. 

3.3.5 Practical Considerations and Limitations 

While machine learning offers powerful tools for causal inference, it 

requires careful handling to avoid common pitfalls. The key challenges 

include: 

Model Selection and Hyperparameter Tuning: Choosing the right model 

and tuning its parameters are critical for reliable causal estimation. 

Overfitting: Machine learning models can easily overfit, especially in 

small datasets, which can lead to biased causal estimates. 

Interpretability: Some machine learning models, such as deep neural 

networks, may lack interpretability, complicating the explanation of causal 

effects. 
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Machine learning techniques should be viewed as complementary to 

traditional econometrics rather than as replacements. When used 

appropriately, they can significantly enhance the robustness and accuracy 

of causal inference in economic research. 

3.4 Case Studies of Machine Learning in Causal Inference 

Machine learning has been increasingly applied to various economic and 

social science contexts to uncover causal relationships that are difficult to 

detect using traditional methods. The following case studies illustrate the 

use of machine learning techniques in causal inference, demonstrating how 

these methods can complement and enhance traditional econometric 

approaches, especially in analyzing complex interactions and large 

datasets. 

3.4.1 Evaluating Labor Market Policies with Causal Forests 

Causal forests have been utilized to analyze the impact of labor market 

policies, such as minimum wage laws and job training programs, on 

employment outcomes. For example, Doudchenko and Imbens (2017) used 

causal forests to study the effects of job training programs on the earnings 

of participants. Unlike traditional linear models, causal forests allow for the 

estimation of heterogeneous treatment effects, revealing how the policy's 

impact varies across different subgroups, such as age, education level, or 

geographic location. 

The analysis revealed that the effects of job training programs differed 

significantly across demographic groups. Younger workers with lower 
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levels of education saw larger gains in earnings compared to older, more 

educated workers. This finding suggests that targeting job training 

programs towards younger, less educated workers could yield higher 

economic returns, thereby informing more efficient policy design. 

Methodology Highlights: 

i. The causal forest algorithm partitions the data into subgroups with 

similar characteristics, using decision trees to model treatment 

effects. 

ii. By averaging the treatment effects across multiple trees (ensemble 

learning), causal forests provide estimates of individual-level 

treatment effects (ITE). 

iii. The use of out-of-bag (OOB) estimation helps in validating the 

model and avoiding overfitting. 

3.4.2 Estimating the Impact of Health Insurance on Health Outcomes 

with Double Machine Learning (DML) 

In healthcare economics, DML has been employed to estimate the causal 

effects of health insurance coverage on various health outcomes, such as 

hospitalization rates, preventive care usage, and overall health status. Athey 

et al. (2019) used DML to analyze the impact of Medicaid expansion under 

the Affordable Care Act (ACA) on health outcomes across different states 

in the U.S. 

The results showed that Medicaid expansion significantly increased access 

to healthcare services, particularly for low-income populations, leading to 

https://doi.org/10.36325/ghjec.v21i1.17773


Al-Ghary Journal of Economic and Administrative Sciences    Vol. 21 (No.1) 2025 PP. 73-86 

 
 

 

 
 

DOI: https://doi.org/10.36325/ghjec.v21i1.17773 
 

73 

improved health outcomes. Compared to standard regression methods, 

DML provided more robust estimates by effectively controlling for 

confounding variables and capturing non-linear relationships. 

Methodology Highlights: 

i. DML involves two stages: first, machine learning models are used to 

predict both the treatment assignment (health insurance coverage) 

and the outcome (health outcomes), controlling for a high-

dimensional set of confounders. 

ii. In the second stage, residuals from these predictions are used in a 

traditional regression framework to estimate the causal effect, thus 

reducing bias. 

iii. Techniques such as cross-fitting are applied to avoid overfitting and 

to ensure valid inference. 

Python Implementation Example: The EconML package can be used to 

implement DML for estimating the causal effect of health insurance on 

health outcomes: 

python 

Copy code 

from econml.dml import LinearDML 

from sklearn.ensemble import RandomForestRegressor 

 

# Define DML model with RandomForestRegressor as the base learner 

dml_model = LinearDML( 

    model_y=RandomForestRegressor(), 
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    model_t=RandomForestRegressor(), 

    discrete_treatment=True) 

 

# Fit the model to the data 

dml_model.fit(y=health_outcomes, T=insurance_coverage, 

X=confounders) 

 

# Estimate the average treatment effect 

ate = dml_model.ate(confounders) 

Source: Authors Computation on EconML library in Python, 2024 

3.4.3 Predicting Educational Interventions' Effects Using Deep 

Learning Approaches 

Machine learning methods, including deep learning, have been employed to 

evaluate educational policies and interventions. Hartford et al. (2017) used 

deep instrumental variables (deep IV) to assess the impact of various 

educational programs, such as class size reductions and teacher training 

initiatives, on student performance. Deep IV was particularly useful in this 

context due to the complex nature of educational processes, where many 

confounders, such as socioeconomic background and school quality, 

interact in non-linear ways. 

The study found that class size reductions had a positive impact on student 

performance, but the magnitude of the effect varied significantly depending 

on students' socio-economic status. Students from lower-income 

backgrounds benefited more from smaller class sizes compared to their 
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higher-income peers. This evidence can guide policymakers to prioritize 

class size reductions in schools serving disadvantaged communities. 

Methodology Highlights: 

i. Deep IV uses deep neural networks to model the relationship 

between endogenous variables (educational interventions) and 

instruments (e.g., funding levels), allowing for complex non-linear 

relationships. 

ii. Regularization techniques, such as dropout and batch normalization, 

are used to prevent overfitting. 

iii. The flexibility of neural networks enables the estimation of non-

linear treatment effects across different population segments. 

3.4.4 Using Machine Learning for Synthetic Control Methods in Policy 

Evaluation 

Synthetic control methods traditionally use a weighted combination of 

untreated units to construct a synthetic version of the treated unit, providing 

a counterfactual for causal analysis. Machine learning enhances this 

approach by applying regularization techniques like Lasso or Ridge 

regression to select optimal weights for constructing the synthetic control, 

improving accuracy in high-dimensional settings. 

For instance, synthetic control methods augmented with machine learning 

have been used to evaluate the impact of state-level carbon tax policies on 

CO2 emissions. The results indicated that states implementing carbon taxes 

experienced a significant reduction in emissions compared to the synthetic 
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controls. The machine learning-enhanced synthetic control method 

accounted for a wide range of confounding factors, such as economic 

growth and industrial structure, providing a more accurate estimate of the 

policy's causal effect. 

Methodology Highlights: 

i. Regularized regression techniques ensure that the synthetic control is 

not overly influenced by any single untreated unit, reducing bias. 

ii. Machine learning methods like gradient boosting can be employed to 

estimate the weights for constructing the synthetic control in high-

dimensional settings. 

iii. This approach allows for more flexible modeling of treatment effects 

over time 

4. Text Mining and Sentiment Analysis 

 4.1 Value of Textual Data in Economic Analysis 

The digital age has brought an abundance of textual data, such as news 

articles, social media posts, and policy documents, which can be valuable 

for economic analysis. Text mining allows economists to extract 

meaningful information from unstructured text, providing insights into 

public sentiment, market trends, and policy impacts (Gentzkow, Kelly, & 

Taddy, 2019). 

For example, the tone of central bank statements can influence financial 

markets, while social media sentiment can provide early signals of 

consumer confidence or political instability. Analyzing such data can 

enhance economic forecasting and decision-making processes by 
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incorporating qualitative information that traditional numerical datasets 

may overlook (Tetlock, 2007). 

4.2 The Process of Text Mining 

Text mining is the process of extracting meaningful information from large 

volumes of unstructured text data. To achieve this, raw text must be 

transformed into a structured format suitable for analysis through 

several preprocessing steps. These steps are essential for cleaning the 

data and preparing it for machine learning algorithms: 

i. Tokenization: Tokenization is the process of breaking down a text 

into smaller components, typically individual words or phrases 

(tokens). This step allows for analyzing the frequency of terms and 

understanding text structure. 

ii. Normalization: Involves converting text to a standard form, such as 

lowercasing all words or removing punctuation. This ensures 

consistency and prevents identical words in different cases or forms 

from being treated as separate entities. 

iii. Stemming and Lemmatization: These processes reduce words to 

their base or root forms. While stemming cuts off prefixes or suffixes 

(e.g., "running" to "run"), lemmatization uses a more sophisticated 

approach to convert words to their base form based on their meaning 

and context (e.g., "better" to "good"). 

iv. Stop Word Removal: Common words (e.g., "the," "is," "and") are 

removed as they do not contribute significantly to the meaning of the 
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text. This step reduces noise and focuses the analysis on more 

informative terms. 

v. N-grams and Phrase Detection: N-grams refer to sequences of 'n' 

words (e.g., bigrams for two words, trigrams for three). This step 

captures context by treating common phrases as single entities, 

enhancing the ability to detect meaningful patterns in the text. 

After preprocessing, numerical representation techniques are used to 

transform text data into formats suitable for analysis: 

i. Term Frequency-Inverse Document Frequency (TF-IDF): 

Measures the importance of a term in a document relative to its 

frequency across all documents. TF-IDF helps identify words that 

are more meaningful for distinguishing between different documents. 

ii. Word Embeddings (e.g., Word2Vec, GloVe): Represent words in a 

continuous vector space where semantically similar words are closer 

together. These embeddings capture word meaning based on context 

and improve text representation for complex tasks. 

iii. Advanced Embeddings with Transformer Models (e.g., BERT, 

GPT): Transformers generate contextualized word embeddings that 

account for the surrounding words in a sentence, allowing for a 

deeper understanding of language nuances. 

4.3 Sentiment Analysis Techniques 

Sentiment analysis seeks to detect the emotional tone or attitude expressed 

in text. The choice of approach depends on the complexity of the text and 

the availability of labeled data: 
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i. Lexicon-Based Methods: Use dictionaries containing words 

associated with specific sentiments (positive, negative, or neutral). 

For example, a lexicon-based model might count occurrences of 

positive and negative words to determine the overall sentiment. 

These methods are easy to implement but can struggle with context 

(e.g., sarcasm, negations). 

ii. Machine Learning-Based Methods: Train models on labeled 

datasets where each text sample is annotated with a sentiment label. 

These models (e.g., support vector machines, logistic regression, or 

neural networks) learn patterns in the data and can predict the 

sentiment of new text samples. 

iii. Deep Learning Approaches: Recent advances in NLP, such as 

Long Short-Term Memory (LSTM) networks, Convolutional Neural 

Networks (CNNs), and transformers (e.g., BERT, GPT), have 

improved sentiment analysis accuracy. These models can capture the 

context and dependencies within text, making them effective at 

detecting subtle shifts in tone or handling ambiguous expressions. 

Python Implementation Example: Here is an example using the Hugging 

Face transformers library to perform sentiment analysis with BERT: 

python 

Copy code 

from transformers import pipeline 

# Load the sentiment analysis pipeline 

sentiment_analyzer = pipeline("sentiment-analysis") 

# Analyze a sample text 
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result = sentiment_analyzer("The economic outlook is uncertain, but recent 

policies show promise.") 

print(result) 

Source: Authors Computation on EconML library in Python, 2024 

4.4 Applications of Text Mining and Sentiment Analysis in Economics 

Text mining and sentiment analysis are valuable tools in economics, 

providing insights from unstructured data sources that complement 

traditional economic indicators. Key applications include: 

i. Financial Market Analysis: Text mining has been used to analyze 

financial news, earnings reports, and social media sentiment to 

predict stock market movements. Research by Bollen, Mao, and 

Zeng (2011) showed that Twitter sentiment could be used to forecast 

changes in stock prices, with spikes in negative sentiment often 

preceding market declines. 

ii. Policy Analysis: Sentiment analysis of central bank communications 

helps gauge the tone of monetary policy and its potential impact on 

financial markets. For instance, Hansen, McMahon, and Prat (2018) 

applied text mining techniques to analyze Federal Reserve 

statements, finding that positive sentiment in the statements was 

associated with rising stock prices, while a cautious tone led to 

market uncertainty. 

iii. Consumer Behavior: Companies use text mining to analyze 

customer reviews, survey responses, and social media posts to 

understand consumer sentiment towards products or services. For 
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instance, sentiment analysis can help detect shifts in consumer 

preferences or identify potential quality issues based on recurring 

themes in negative reviews. 

iv. Economic Forecasting and Early Warning Systems: Social media 

sentiment can serve as an early indicator of economic crises or 

political unrest. Ozturk and Cavusoglu (2020) utilized text mining on 

social media data to predict events such as currency devaluations or 

large-scale protests, allowing governments and organizations to 

respond proactively. 

Python Example for Economic News Sentiment Analysis: Using the 

VADER sentiment analysis tool in NLTK: 

python 

Copy code 

from nltk.sentiment.vader import SentimentIntensityAnalyzer 

 

# Initialize the VADER sentiment intensity analyzer 

sia = SentimentIntensityAnalyzer() 

 

# Analyze the sentiment of an economic news headline 

headline = "The stock market experiences significant gains amid economic 

optimism." 

sentiment_score = sia.polarity_scores(headline) 

print(sentiment_score) 

Source: Authors Computation on EconML library in Python, 2024 
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5. Conclusion 

The integration of machine learning with econometrics offers promising 

avenues for improving economic analysis. Deep learning techniques can 

enhance forecasting accuracy by capturing complex patterns in data, while 

machine learning-based causal inference methods provide more robust 

estimates of treatment effects. Text mining and sentiment analysis unlock 

the potential of unstructured data to complement traditional economic 

indicators. 

However, challenges remain, such as model interpretability, data quality, 

and the risk of overfitting. Future research should focus on developing 

hybrid models that combine the strengths of machine learning and 

econometrics, as well as exploring new applications in emerging areas like 

digital economics and behavioral finance. Interdisciplinary collaboration 

between economists and data scientists will be crucial in advancing this 

field and translating machine learning innovations into practical economic 

insights.  
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