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ABSTRACT

Accurate classification of cardiovascular diseases (CVDs) is of utmost importance for cardiologists to provide ap-
propriate treatments. Diagnosing and predicting cardiovascular conditions are crucial medical responsibilities in this
context. The healthcare sector is increasingly utilizing deep learning (DL) and machine learning (ML) algorithms due
to their ability to identify patterns in data. Diagnosticians may reduce the number of misdiagnoses by using DL and
ML techniques for the categorization of cardiovascular disease incidence. To reduce the mortality linked to CVDs, this
research offers a unique model that properly predicts and classifies these problems. This research presents approaches
such as deep learning, random forest (RF), support vector machines (SVM), and K-nearest neighbors for predicting heart
disease arrest. We implemented the suggested model using 303 real-world instances from Kaggle. In the testing stage,
the KNN model’s accuracy was 92%. By comparison, the accuracy of the DL model was 87%. The RF model’s accuracy
was 84%. The results indicate that the KNN algorithm outperforms other algorithms in terms of accuracy. We compared
the study’s results with a variety of existing systems.

Keywords: Cardiovascular, Deep learning, Machine learning, E-health, Heart disease

1. Introduction

According to data from the World Health Organi-
zation (WHO), heart disease is a major global health
risk. There are multiple factors that can contribute to
CVDs, such as hypertension, obesity, elevated choles-
terol levels, diabetes, and arrhythmias [1, 2]. Most
patients succumb to cardiovascular disease due to an
insufficient diagnosis during the early stages. Thus,
it is crucial to employ effective disease classifica-
tion and prediction algorithms to understand disease
prognosis.

CVDs are responsible for many deaths worldwide,
making up approximately 70% of all fatalities. Risk
factors for heart disease in developed nations often
include poor dietary choices, tobacco use, excessive
sugar intake, and obesity [5, 6]. Moreover, there
has been a rise in the occurrence of chronic dis-
eases in low- and middle-income nations [7]. Between
2010 and 2015, experts estimated that cardiovascu-
lar disorders would have a global economic impact
of around USD 3.7 trillion [8, 9]. Approximately
25–30% of the annual medical expenditures borne
by firms may be attributable to personnel suffering
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from cardiovascular diseases [10]. Hence, the timely
identification of cardiovascular disease is crucial to
minimize its effects on individuals and institutions,
both in terms of health and finances. The World
Health Organization predicts that the number of
deaths caused by CVDs will increase to 23.6 million
by 2030. Cardiovascular disease and cerebrovascular
events are the main causes of these deaths [11]. To
address the issue of high mortality rates and the eco-
nomic impact on society, it is crucial to utilize data
mining and ML techniques to accurately predict and
classify the probability of developing cardiovascular
diseases.

Through the use of medical research, a great num-
ber of risk factors that are related to heart disease
have been identified. These include inactivity, poor
dietary choices, obesity, and bad lifestyle choices. The
risk of developing heart disease may be increased
by several variables, such as hypertension, smok-
ing, stress, diabetes, higher blood pressure, and high
cholesterol levels [12–17]. The complex and diverse
nature of heart disease makes it more important to
develop effective methods of prediction and preven-
tion to lessen the impact it may have. Researchers
have successfully analyzed datasets and uncovered
significant insights across many domains, including
healthcare, using data mining and ML approaches
[18]. ML algorithms can effectively sift through
mountains of medical data in search of patterns that
will allow for more precise disease detection, diagno-
sis, and prediction [19–21]. Though several research
have investigated sickness prediction in the past, it
is still difficult to reliably forecast cardiac disease
[22]. To fill this informational void, this research
introduces a model for cardiac disease prediction that
integrates different ML tactics, hyperparameter opti-
mization approaches, and preprocessing techniques.
The model’s stated goal is to evaluate the classifi-
cation accuracy of different ML algorithms to make
accurate predictions about heart disease. The purpose
of this research is to examine the benefits and draw-
backs of using modern ML methods to analyze heart
diseases. Following that, we analyzed the data and
used seven ML/DL prediction models to improve CV
and vascular disease diagnosis. This study incorpo-
rates DL, RF, KNN, and SVM models. The following
noteworthy research results are presented in this
article.

This study examines and utilizes well-known ML
algorithms to analyze the Cleveland heart disease
datasets, assessing performance classification met-
rics. The proposed research seeks to enhance the
precision of ML and DL methods. Comparing the
suggested research with other articles in the field
revealed an impressive performance of 92%. The

proposed idea aims to answer the following main
research question:

What ways might DL and ML models enhance the
accuracy and generalizability of cardiovascular dis-
ease prediction?

2. Related works

This section presents an assessment of ML mod-
els specifically developed for predicting CVDs, along
with an extensive examination of the most recent re-
search in this field. This section provides an overview
of the advancements, methodologies, and significant
findings in the application of ML models for predict-
ing cardiovascular disease.

The assessment of various data from multiple
sources is conducted using cutting-edge ML models
[23]. The choice of an ML model may greatly affect
CVD prediction accuracy and reliability [2, 4]. Given
the vast amount of health and medical data available
and the rapid advancements in computational power,
ML models have become essential tools in various ap-
plications [25]. We employ ML models to categorize
patients into distinct risk groups, thereby facilitat-
ing focused therapies. These models can assist in the
identification of patients with a high susceptibility to
cardiovascular disease and facilitate the development
of personalized treatment strategies. Healthcare prac-
titioners are incorporating ML models into clinical
workflows to offer immediate decision help in real
time [26]. We will examine various machine-learning
algorithms frequently used for predicting cardiovas-
cular illness in this section.

Common ML models include Logistic Regression
[27], Decision Trees (DT) [28–30], RF approach
[31], SVM [32], KNN, AdaBoost [33], Naïve Bayes
[34], and CNN, also known as DL [35]. The study
introduced a model that sought to pinpoint the
most effective machine learning technique for pre-
cisely forecasting early-stage cardiovascular diseases.
According to the findings, the RF approach demon-
strated the highest accuracy rate of 95.4% in effec-
tively classifying cardiovascular disease [36]. In [37],
researchers used a neural network and fuzzy logic
to categorize CVDs. The system was 87.4% accu-
rate.The study [38] introduced a diagnosis method
for cardiovascular illness. The method utilized a set of
artificial neural networks. This technique was incor-
porated into the statistical measuring tool Enterprise
Miner. In reference [39], a machine learning-based
method was developed to diagnose cardiovascular ill-
ness. The system utilized an Artificial Neural Network
(ANN) algorithm in conjunction with a feature se-
lection approach, resulting in noteworthy outcomes.
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The study described in [40] introduced an advanced
medical detection system created to identify cardio-
vascular disorders. This system employed various
predictive ML models, such as Naïve Bayes, DT,
and ANN. Researchers conducted a study that de-
veloped a three-phase methodology to forecast the
occurrence of CVDs in individuals with angina us-
ing ANN. The approach exhibited a precision rate of
88.89%.

Shah et al. [42] developed a CVD prediction ML
model. This study used data from the UCI repository’s
CVDs dataset, which included 303 occurrences and
17 attributes. The authors used naive Bayes, DT, RF,
and KNN supervised classification techniques. Drod
et al. [43] employed machine learning to identify
the primary risk factors for cardiovascular disease
(CVD) in individuals with metabolic-associated fatty
liver disease (MAFLD). We used principal component
analysis (PCA) to identify the most relevant char-
acteristics, and then utilized machine learning (ML)
techniques to analyze the data and identify those
who were highly likely to have cardiovascular disease
(CVD). Alotalibi [44] conducted a study where he
tested the ability of machine learning to predict car-
diac failure. The study constructed prediction models
utilizing data from the Cleveland Clinic Foundation
and machine learning techniques like decision tree,
logistic regression, RF, naive Bayes, and SVM. This
research illuminates ML’s heart failure prediction ca-
pabilities. Hasan and Bao [45] investigated the best
CVDs prediction feature selection method. Their in-
vestigation included numerous algorithms. Start with
filter, wrapper, and embedding, the three most fre-
quent feature selection techniques. We compared RF,
SVM classifier, KNN, naive Bayes, and XGBoost to find
the best predictive analytics method.

These gaps include issues like managing unbal-
anced datasets, the restricted interpretability of
model conclusions, and the incapacity of some stan-
dard approaches to elucidate complicated, non-linear
connections within the data. Smaller datasets recog-
nize models like KNN and SVM for their simplicity
and efficacy, while RF offers resilience through
ensemble learning. DL proficiently identifies com-
plex patterns and connections throughout extensive
datasets.

3. Methodology

In this research, we have developed the method-
ology to predict and classify cardiovascular disease
using advanced ML and DL approaches, which have
the potential to deliver substantial advantages to
healthcare professionals and patients. In order to

achieve this objective, we used a range of ML and
DL methodologies on a dataset, documenting our
discoveries in this research paper. Fig. 1 illustrates
the architecture of the suggested system. To opti-
mize the performance of the ML and DL algorithms,
we have used feature engineering and normalization
techniques.

3.1. Heart disease dataset

This study utilized the Kaggle database to obtain
the heart disease dataset. The dataset comprises two
classes, 0 denoting no disease and 1 denoting disease,
with both columns displaying numeric values. Fig. 2
shows the features of the dataset.

In the “Sex” attribute, males represent 1, while fe-
males represent 0. There are four types of chest pain
included in the ‘cp’ (chest pain type) attribute. There
are two categories of fasting blood sugar levels for
the ‘fbs’ attribute. The ‘restecg’ attribute categorizes
resting electrocardiograms into three groups, while
the ‘exang’ attribute differentiates exercise into two
classes, specifically associated with exercise angina.
Moreover, the ‘slope’ attribute (ST slope) divides
into three distinct categories. The remaining four
attributes, ‘trestbps’ (resting blood pressure), ‘chol’
(cholesterol), ‘age’, and ‘oldpeak’, consist of numer-
ical values. Fig. 3 depicts the classes present in the
dataset.

3.2. Preprocessing steps

In this study, we initially normalize the dataset’s
features using StandardScaler. This method stan-
dardizes the attributes by subtracting the mean and
scaling them to have a variance of one. This en-
sures that all features have an equal contribution
to the training process of the model. We have nor-
malized the heart disease data and then divided the
dataset into training and testing sets. We divide the
dataset into two subsets: we use 80% for training
the model and the remaining 20% for evaluating its
performance. The random state parameter ensures
the reproducibility of the split, maintaining the same
data partition across multiple model runs. Fig. 4
presents the features of the dataset after scaling.

3.3. Machine learning

3.3.1. Random forest (RF) classifier
The RF Classifier is a ML algorithm that generates

numerous DTs during training and selects the class by
aggregating the predictions of these trees by majority
voting. This approach capitalizes on the advantages
of several DTs to enhance the overall efficiency and
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Fig. 1. Framework of the proposed.

resilience of the model. By calculating the mean of
the outcomes from multiple trees, it mitigates the
problem of overfitting in comparison to using a single
decision tree. Additionally, it is capable of effectively
processing huge datasets that have a high number of
dimensions.

Every tree in the forest undergoes training using
a randomly selected subset of the data. This ap-
proach creates diversity and enhances the ability of
the model to generalize. The ultimate forecast is
determined by combining the forecasts from each

individual tree, typically through majority vote in
classification tasks. This methodology facilitates the
identification and analysis of intricate patterns and
connections within the dataset.

There are a total of 100 trees in the RF Classifier.
The system generates probabilities for each class, sub-
sequently calculating performance indicators like the
ROC curve. This model is renowned for its exceptional
precision and adeptness in properly managing unbal-
anced datasets. Fig. 5 displays the RF structure in this
research.
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Fig. 2. Features of dataset.

3.3.2. K-Nearest neighbours (KNN)
The K-Nearest Neighbours (KNN) Classifier is a

straightforward technique for instance-based learn-
ing that categorises data points by determining the
majority class among their neighbours. The algorithm
operates by storing the complete training dataset and
generating predictions by evaluating the similarity
between the test instance and its closest neighbours
in the feature space.

KNN utilises a distance metric, usually the Eu-
clidean distance, to assess the proximity between data
points. The selection of k, the number of neighbours,
is a critical factor in determining the effectiveness
of the model. Smaller values of k result in a more
responsive model, while bigger values lead to a more
generalized classification.

The KNN model in this research utilises a set of 5
neighbouring data points to generate predictions. The
evaluation process assesses the quality of the model
by comparing the predicted labels with the actual
values. It also creates probabilities that indicate the

likelihood of class membership. These probabilities
are valuable for calculating metrics like the ROC
curve and AUC. Fig. 6 shows the structure of the KNN
model in this proposed system.

3.3.3. Support vector machine (SVM)
The SVM classifier is an effective ML technique that

seeks to identify the best hyperplane that maximises
the separation between distinct classes. A hyperplane
is a border that distinguishes data points belonging to
one class from those belonging to another. The SVM
approach is highly efficient in dealing with datasets
that have a large number of dimensions. They are
particularly useful for classification problems where
a straight line cannot easily separate the classes. The
SVM approach can employ various kernels to convert
the input space into a space with more dimensions,
enabling a linear separation. We frequently employ
the radial basis function (RBF) kernel to address non-
linear situations.
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Fig. 3. Classes of dataset.

The provided code configures the SVM model to
facilitate the use of probability estimates. This en-
ables the creation of class probabilities and simplifies
the performance measurement process using the ROC
curve. The SVM algorithm is known for its resilience
in handling diverse data types and its ability to
achieve exceptional accuracy. Fig. 7 displays the
structure of SVM.

3.4. Deep learning model

This research effort illustrates the process of con-
structing and training a deep learning model using
TensorFlow and Keras [49]. The model is constructed
using the Sequential API, which enables a direct and
uncomplicated arrangement of layers. The process
begins with a Dense layer consisting of 64 neurones
and ReLU activation. Next, a Dropout layer with a
50% dropout rate intervenes to reduce overfitting.
Afterwards, there are two more dense layers, with 32

and 16 neurones, respectively, both employing ReLU
activation. The last layer consists of a dense layer
that contains only one neurone and uses a sigmoid
activation function. This configuration is well-suited
for problems involving binary classification. Once the
model architecture is defined, the code proceeds to
compile the model using the Adam optimiser and
the binary cross-entropy loss function. The Adam
optimiser has been selected because of its flexible
learning rate capabilities, which often lead to ac-
celerated convergence. The model has been trained
with a batch size of 32 for 50 epochs, utilizing the
training data for heart disorders. Another technique
used to evaluate DL performance on unseen data dur-
ing training is a validation split, which accounts for
20% of the training data. The fit method produces a
history object that includes metrics for each epoch.
These metrics can be utilised for additional analysis
or visualisation of the heart diseases at the training
process. Fig. 8 presents the structure of the DL model.
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Fig. 4. Scaling features.

4. Experiment

This section showcases the empirical findings of DL
and ML algorithms in the classification and prediction
of heart attacks using a standardised dataset. We in-
clude a description of the experimental setting, a defi-
nition of assessment measures, and a detailed presen-
tation of classification results for each unique model.

4.1. Environment setup

The experimental results of our investigation were
obtained utilizing a PC equipped with a Core i7 pro-
cessor and 8 GB of RAM. Our models were created
using the TensorFlow framework. The hardware and
software configurations were crucial for the effective
training and evaluation of ML and DL models.

4.2. Evaluation metrics

Assessing the efficacy of DL models is essential for
comprehending their efficiency. Various metrics are

employed for this objective. The evaluation measures
provide an alternative perspective on the model’s ad-
vantages and disadvantages.

4.2.1. Confusion matrix
The evaluation of a binary classification model is

dependent on the use of a confusion matrix. It quan-
tifies the level of accuracy with which the model
predicts outcomes on the test dataset. The matrix
is divided into four distinct categories: True Pos-
itives (TP) refer to the cases of heart attack that
are accurately predicted by the model. False Posi-
tives (FP) refer to the instances where the model
incorrectly classified negative cases (normal) as pos-
itive (heart attack). True Negatives (TN) refer to the
instances where the model accurately predicted nega-
tive outcomes. False Negatives (FN) are instances that
the model mistakenly classified as negative (normal)
when they were actually positive (heart attack).

Accuracy =
TP+ TN

TP+ TN + FP+ FN
× 100 (1)
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Fig. 5. RF structure.

Table 1. Results of RF approach.

Precision% Recall%
F1-
score% Support Accuracy%

Normal 83 83 83 29
84Disease 84 84 84 32

Macro
average

84 84 84

F1-score = 2 ∗
precision × Recall
precision+ Recall

× 100% (2)

Sensitivity=
True Positives

True Positives + False positives
× 100%

(3)

Specificity=
True Negatives

True Negatives + False Negatives
× 100%

(4)

4.3. Results of machine learning models

The RF model achieved an overall accuracy of 84%
in heart attack classification, as shown in Table 1.
The model attained an 84% recall rate and an 84%
precision rate for heart attacks, accurately detecting
the majority of them while generating a minimal
number of false positives.

Table 2. Results of KNN.

Precision% Recall%
F1-
score% Support Accuracy%

Normal 90 93 92 29
92Disease 94 91 92 32

Macro
average

92 92 92 61

Table 3. Results of SVM.

Precision% Recall%
F1-
score% Support Accuracy%

Normal 84 90 87 29
87Disease 90 84 87 32

Macro
average

87 87 87 61

Table 2 displays the overall accuracy performance
of the KNN algorithms based on the applied metrics.
The KNN algorithm uses the default hyperparameter
values. The KNN classifier had a higher accuracy
rate of 92%. The model attained a peak accuracy,
recall, and F1-score, all of which reached 92%. The
KNN algorithm has shown improved performance
in identifying the illness class (1) compared to the
normal class.

Table 3 presents the application of SVM classifiers
on the heart disease dataset to detect the presence
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Fig. 6. KNN structure.

of CVDs following adjustments to hyperparameters.
The results indicate that the SVM algorithm achieved
an accuracy rate of 87%, along with notable recall,
precision, and F1 scores, all of which were also 87%.
The SVM approach has shown significant efficacy in
disease classification (1).

4.4. Results of deep learning model

A deep learning model tailored to binary classifica-
tion tasks is used by the system. This model’s goal
is to analyze many parameters in order to predict
the probability of acquiring heart disease. The model
is designed with many fully connected layers that
use ReLU activations. To prevent overfitting, there
are also dropout layers. A batch size of 32 was used
throughout the model’s 50 epochs of training on the
dataset. Next, it was tested on an independent set of

Table 4. Results of deep learning approach.

Precision% Recall%
F1-
score% Support Accuracy%

Normal 86 86 86 29
87Disease 88 88 88 32

Macro
average

87 87 87 61

data to see how well it performed. Multiple methods
are used to condense the results. With metrics like
accuracy, recall, and F1-scores broken down by class,
the classification report shows how well the model
can differentiate between good and bad examples.
Table 4 displays the outcomes of the DL model. The
DL model attained an accuracy rate of 87%.

The model’s training and validation results are de-
picted using two essential plots: the accuracy plot and
the loss plot, which is presented in Fig. 9. The plots
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Fig. 7. SVM structure.

Fig. 8. Deep learning model.

Fig. 9. Performance of DL model.
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Fig. 10. ROC of ML and DL.

are derived from the training history of the model,
which records metrics over epochs. The accuracy plot
displays the model’s precision on both the training
and validation datasets throughout the epochs. The
y-axis represents accuracy as a percentage, while the
x-axis refers to the 50 epochs. It is noted that the
model attained above 87% in training and 87% in the
testing phase. The accuracy loss reaches 0.35 during
the validation phase.

The Receiver Operating Characteristic (ROC)
plot illustrates the model’s capacity to differentiate
between positive and negative classes in a visual
manner. The plot illustrates the relationship between
the TP and the FP, with the TP represented on the
y-axis and the FP on the x-axis. The ROC curve
of each model is shown in a dark orange colour,

illustrating the relationship between sensitivity TP
and specificity (1 - FP) as the decision threshold
varies. The graphic features a dashed navy line
that runs diagonally, symbolising the line of no
discrimination. This line indicates the point at which
the model’s predictions would be indistinguishable
from random guessing. Fig. 10 shows the ROC of
heart disease system prediction.

The ROC curve for the RF and KNN model was
achieved at 92%. The ROC curve of the Support SVM
model may differ according to the selected kernel, but
it typically indicates the model’s ability to establish a
clear separation between different classes. The SVM
model achieved (ROC = 93), and this high perfor-
mance is compared with different proposed systems.
The deep learning model achieved 91%.
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Table 5. Comparison of heart attacks system with
existing models.

Ref. Model Acc %

[46] Nonlinear Regression 89
[47] SVM 89
[48] SVM 88
Proposed KNN 92

The model we provided was compared to other
current research articles on the same dataset, as dis-
played in Table 5. The recommended KNN algorithm
demonstrated superior performance compared to pre-
vious methods, with an accuracy rate of 92%.

5. Conclusions

This study aimed to categorize cardiac disorders
using models and real-world data. We conducted an
analysis of the dataset, which consisted of individuals
who had been diagnosed with cardiac conditions. Our
approach involved utilizing machine learning (ML)
and deep learning (DL) techniques to forecast the
likelihood of disease occurrences. The dataset was
preprocessed by normalising the heart disease data
to improve the accuracy of the ML and DL models.
The dataset was divided into 80% for training and
20% for testing, using a random state of 42. To predict
heart disease, we assessed four DL and ML algorithms
in this study: RF, KNN, SVM, and deep learning, in
addition to a number of hyperparameter optimization
strategies. Kaggle datasets were utilised to evaluate
these different ML and DL models. Our studies’ find-
ings showed that the algorithms’ performance was
greatly impacted by the hyperparameter optimisa-
tion strategies. The outcomes demonstrate that all DL
and ML models had higher accuracy rates. The KNN
model trained on the dataset produced the best clas-
sification accuracy (92%) out of all the models tested.
For the KNN algorithm, the corresponding values
for Sensitivity, Specificity, Accuracy, and AUC were
92%, 92%, 92%, and 92%, respectively. The ROC
metric (93%), however, gave the SVM algorithm an
excellent performance grade. Researchers and prac-
titioners working on heart disease-related tasks may
find this model useful. Furthermore, a limited dataset
is a small one, increasing the likelihood of yielding
biased or less accurate predictions. Recognizing these
limits and exploring viable methods, such as data
augmentation, might enhance the system’s reliability.
Using advanced DL models to enhance system perfor-
mance is the primary focus of future development.

Dataset: https://www.kaggle.com/datasets/rashik
rahmanpritom/heart-attack-analysis-prediction-
dataset.
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