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Retina is the deepest layer in the inner surface regarding the eyeball and the 

sensory layer of the eye. This sensitive part of the eye is susceptible to several 

diseases. Realizing that the state regarding the retina represents one of the 

primary causes of severe vision loss and blindness globally, retinal disease is 

receiving major attention. Early diagnosis related to retinal pathology is now 

based on an analysis of the geometric features of retinal blood vessels, including 

branch lengths, widths, angles, tortuosity, branching patterns, and vessel 

diameters. Various diseases can be diagnosed by specialists with using such 

features. Since the year 1982, computer science has demonstrated its ability to 

effectively contribute to the diagnosis and detection regarding disease for 

biomedical sciences. The two stages of the method we present in this research 

are for the classification and detection of diseases connected to the eyes. Level 

one uses a parallel convolution neural network (CNN) for detecting the presence 

of any disease. The Ocular Disease Intelligent Recognition Dataset and the 

Ocular Disease Intelligent Recognition Dataset are two datasets used in level 

two for classifying four eye-related diseases with the use of Deep Wavelet as a 

technique for feature extraction (FE). We have decided that our approach 

performs well and produces good results based on the comparative estimate.  

 

1. Introduction  

Here "The eye, which has quite often been called the window of the soul, is the chief organ whereby the 
senso comune could have the most complete and magnificent view of infinite works of nature," wrote 
Leonardo da Vinci, demonstrating his keen awareness of the eye's primary role. Vision is a complex 
process that necessitates the cooperation of multiple components of the human brain and eye [1]. One 
of the primary sense organs intended for vision is the eye. It is a special organ that allows us to sense 
danger, stay aware of our surroundings, and keep our thoughts sharp [2]. The deepest layer of the eye, 
the sensory membrane lining the inner surface of the eyeball, is the retina [3]. The OD, macula, and 
blood vessels are the three primary anatomical components regarding the retina, which is a light-
sensitive tissue made up of photosensitive cells (photoreceptors) which convert light to nerve signals 
that pass down optic nerves to the brain [4, 5]. Retina is a delicate part of the eye that could be affected 
by many different diseases [6]. The state of retina is a primary cause of severe vision loss and blindness 
worldwide, thus real eye disease is given great consideration [7]. Both internationally and regionally, 
the prevalence regarding eye diseases has increased recently [8]. Diagnosis is just as crucial in medicine 
as treatment [4]. Early detection could aid in the development of prevention measures, which in turn 
might result in impact reduction through appropriate treatment [9]. Since there might not be any 
symptoms at first, a patient could not be aware of its existence, yet as it worsens over time, the patient's 
condition would deteriorate [10]. Approximately 95% of blindness could be avoided with early 
detection, prompt treatment, and suitable follow-up measures [11]. Fundus photography is a non-
invasive method of examining and interpreting retinal images and blood vessels. It helps 
ophthalmologists assess common eye diseases like diabetic retinopathy, glaucoma, hypertension, and 
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macular degeneration, along with various other diseases like ophthalmopathy and cardiovascular 
disease. It also provides easily accessible information about the vascular health of the body, brain, and 
eye [12], [13], and [14]. Early diagnosis of retinal pathology is now based on an analysis of the geometric 
features of the retinal blood vessels, including branch lengths, angles, widths, tortuosities, branching 
patterns, angles, and vessel diameters [15]. Every person has a different pattern of fundus blood vessels, 
which makes them suited for biometric identification [16]. Various diseases can be diagnosed by 
specialists with the help of these features [17]. For instance, diabetic retinopathy could lead to 
neovascularization, or creation of new blood vessels, whereas hypertension might change the angle of 
branching or vessel curvature [4]. Telemedicine has pioneered the automatic diagnosis and classification 
regarding cardiovascular as well as ophthalmologic diseases through the examination of retinal images 
[18]. It could identify a huge number of fundus images faster and more precisely than a medical 
practitioner. While image classification aims to classify all image pixels into one of predetermined 
classes, the artificial selection of features has severely limited the classification of performance [19] with 
the rising number of samples and parameters. While classification comes naturally to humans, an 
automated system finds it far more difficult [20]. Age-Related Macular Degeneration (AMD), 
Retinoblastoma, Diabetic Retinopathy (DR), Retinitis Pigmentosa, Macular Bunker, and Retinal 
Detachment are only a few of the retinal diseases for which computer-based systems are useful for early 
diagnosis and real-time classification. 

Since the year 1982, computer science has demonstrated its ability to effectively contribute to diseases 
diagnosis and detection for biological sciences seeking to improve detection accuracy and efficiency 
[21]. Additionally, a number of NN-based techniques, both unsupervised and supervised, were used to 
analyze retinal images. MLP, ANN, SVM, and decision tree (DT) classifiers were incorporated into 
numerous supervised approaches. With the use of a combination of two methods—CNN and deep-
wavelet—this study aims to develop an automated diagnosis method which will aid in the detection as 
well as classification regarding retinal diseases depending on two levels. Features of typical retina 
images are extracted, and multiple image classifiers utilize such features to determine whether or not 
there is an indication of a disease in the subsequent step. The suggested approach has no trouble learning 
to detect healthy eye image and is capable of concurrently detecting early and illness indicators. This 
study's remaining sections are arranged as follows: relevant work in the second section. The theoretical 
foundation for the techniques we employed in the detection as well as classification approach is provided 
in section three. In Section four, the study's approach is explained in full. Section five after that shows 
the dataset that was utilized and the operation that was carried out on them as well as, the acquired 
outcomes were presented and deliberated. Finally, section six provides a summary and wraps up the 
work. 

2. Related work 

Wavelet Scattering Network implementation for Retina disease diagnosis is lacking in the many studies 
conducted in Retina image classification based upon deep learning (DL) and machine learning (ML). 
For classifying X-ray images into four different classes—COVID-19, opacity, normal, and pneumonia 
cases. Mostapha Al Saidi et al. (2022) suggested a DL-based method which involves fine-tuning pre-
trained CNNs (VGG19 and VGG16) and end-to-end training regarding a developed CNN model. For 
the experiment, a dataset including over 20,000 X-ray images was obtained via Kaggle. For comparing 
with the one-shot classification approach, a two-stage method was put into practice. Contrary to 
expectations, the VGG16 achieved 95% accuracy across five times the training set with the use of a one-
shot technique [22]. Maira Araujo de Santana and Wellington Pinheiro dos Santos (2022), suggested a 
deep hybrid architecture depending on six-layer deep-wavelet NNs for supporting digital mammography 
region-of-interest imaging diagnosis. The architecture extracts attributes regarding the regions of interest 
from the mammograms and uses a support vector machine (SVM) with a kernel 2nd-degree polynomial 
for final classification. Tests were conducted on traditional classifiers, which include SVMs, single 
hidden layer multi-layer perceptrons, decision trees (DTs), random forests (RFs), and Bayesian 
classifiers. Based on the findings, injuries may be identified and classified with an average kappa of 0.91 
and 94% accuracy when a 6-layered deep-wavelet network and a 2-degree polynomial kernel SVM are 
used as final classifier [23]. Deep-Wavelet Neural Networks (DWNN) are convolutional architectures 
that are based upon general theory of wavelets that are suggested by V. A. de Freitas Barbosa etal. (2023) 
for extracting features from images for the thermographic image classification. A hybrid architecture 
depending on deep networks for FE, RFs for selecting the most statistically relevant features, and linear 
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kernel SVMs for final layer classification have been suggested. A total of 336 thermographic images 
that have been classified as malignant, benign, cystic, and healthy (no lesion) make up the dataset that 
was employed. The 6-layered DWNN attained sensitivity, accuracy, kappa, specificity, and precision 
above 98%, according to experimental results. These findings demonstrate that competitive deep 
architectures, such as DWNN, are useful for improving clinical adoption and thermographic image 
analysis [24].  

A unique date fruit type classification and grading system is presented by Arivazhagan Selvaraj and 
Newlin Shebiah Russel (2024). It is achieved through feature-level fusion of wavelet scattering 
characteristics and DL features. Reliable information extraction from a variety of channels is made 
possible by the extraction of wavelet scattering features at different stages of decomposition. This work 
uses pre-trained architectures such as Googlenet, Alexnet, Resnet, and MobileNet-V2 for extracting deep 
features. The nine-class Date Fruit in Controlled Environment data-set was used to empirically evaluate 
the suggested method, and the results showed a 95.90% accuracy for date species classification. TU-DG 
data-set included a variety of date fruit species that were evaluated; the accuracy for Ajwa species was 
97.8%, the Sukkary species was 99.5%, and the Mabroom species was 92.6% [25]. 

3. Theoretical Background 

3.1. Convolution neural network 

CNNs are mostly used for tasks involving speech recognition and computer vision. They could be used 
for tasks involving spatially related datasets (image data, for example), in which the rows and columns 
are not interchangeable. Depending on the specific modeling task, a sequence of steps in their network 
design enable hierarchical feature learning. For instance, the initial network layers are in charge of the 
extraction of fundamental properties like corners and edges when it comes to object recognition in 
images. In the final few layers, these are after that gradually combined to create more intricate features 
that resemble the real items of interest, such houses, vehicles, or animals. The auto-generated features 
are then utilized to new images in order to identify objects of interest through prediction [26]. The CNN 
is employed at several layers: 

 • Input Layer: The "input layer," which is the initial layer in every CNN utilized, resizes images before 
sending them to further FE layers. 

 • Convolution Layer: The following layers are called "convolution layers," which function as filters for 
images to extract features. They are utilized to determine the points at which an image matches a feature 
throughout the testing. 

 • Pooling Layer: The "pooling layer" receives extracted feature sets after that. This layer reduces the 
size of large images without sacrificing the most crucial details. It maintains the highest value from every 
window and the optimal fits for every feature inside the window. 

 • Rectified Linear Unit Layer (ReLU): Every negative integer in pooling layer is substituted by 0 in the 
following ReLU layer. This prevents learnt values from becoming stuck close to 0 or from exploding up 
toward infinity, which aids in CNN's mathematical stability. 

 • Fully Connected Layer: The last layer consists of completely connected layers that convert high-level 
filtered images to labeled classes [27]. 

 

3.2. Deep-wavelet (DW) 

Mallat introduced this algorithm [24]. From the time domain to the feature domain, there is a 
transformation [28]. It is produced through applying wavelet decomposition repeatedly at different levels 
in an iterative manner [29]. It is a DL approach for FE whose architecture as well as filters are predefined 
wavelets rather than learnt; it is a model for the automatic extraction of input signal features, involving 
convolutional, non-linear, and average cascade operations [30]. With this method, more consistent 
features are extracted from images. It is a useful tool that works well with the majority of classification 
algorithms on the market for FE and accurate data representation. Through using the images as inputs 
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and encoding them as a collection of coefficients which are locally stable to small deformations, which 
we will use to classify the signals, wavelet scattering transform enables to construct dependable features 
[31]. Low-pass and high-pass filters are applied to an image during wavelet decomposition, producing 
a set of different images. Approximations and details, respectively, are the terms used to describe the 
images produced by low-pass and high-pass filters. The original image’s softness is emphasized in the 
approximations, whilst edges (or discontinuity regions) are underlined in the details. This technique, 
which permits picture analysis in the spatial as well as the frequency domains, is applied in pattern 
recognition [24]. Convolution, non-linearity transform, and convolution averaging employing complex 
wavelets, modulus operation, and scale function, in that order, are the three processes that make up the 
deep wavelet function [32]. Stated differently, the wavelet handles the convolution task, the modular 
operator handles the non-linearization, and the wavelet low-pass filter's filtering function finishes the 
pooling operation [33], (see Fig.1.). As a result, a neuron is produced by fusing a certain filter with a 
technique of image size reduction. The typical low pass filter—which is widely employed in wavelet 
transformations in multi-resolution analyses to decay the image into several degrees of details—is not 
the same as the low pass scaling filter [24]. 

 

Fig. 1 - wavelet scattering transform operations 

To obtain the zeroth-order scattering coefficients, as shown in Equation 1, the data have been first 
convolved with scaling function. 

                                                         S [0] =i * φ                                                    (1) 

In which i denotes input data; φ, scaling function, and S [0], zeroth-order scattering coefficients. This 
removes the small details in the image and creates a basic feature [32]. 

As wavelet functions, or bank filters, one could utilize dilated mother wavelets and Morlet mother 
wavelets. The wavelet filters covered a variety of image sizes and rotations, allowing for a thorough 
examination of the input data. Details in a certain orientation will be highlighted by each filter. The filter 
bank (G) can be expressed mathematically as follows [24]: 

                                       G= {𝒈𝟏; 𝒈𝟐; 𝒈𝟑;...; 𝒈𝒏}                                                 (2) 

Whereas g2 is a horizontal high-frequency filter that highlights vertical edges, g1 is a high-frequency 
vertical filter that highlights horizontal edges, and g3 and g4 represent the diagonal filters that highlight 
the image. A framework featured two filter banks, indicating a three-depth structure (see Fig. 2).  

 

Fig. 2.     Wavelets at different scales 8 orientations [30]. 
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The modulus of every one of the filtered outputs was after that computed after applying the wavelet 
transform to input data with the use of every wavelet filter in the first filter bank. The 1st-order scattering 
coefficients were obtained by the averaging of these moduli using the scaling filter [32]. 

                                                       S[1] = |i* ψj1]* φ                                                                     (3) 

In which ψj1 denotes the wavelet, and S [1], is the 1st-order scattering coefficient. Through iterating 
the above steps, the 2nd-order scattering coefficients were computed 

                                                            S[2] = ||i* ψj1]* ψj2|* φ                                                                       (4) 

Where S [2] represents 2nd-order scattering coefficients. 

Deep-wavelet is a viable option for applications where labeled data is scarce because of its low 
computing cost, high classification rate, and requirement for fewer training instances than DL 
techniques. A substantially less quantity of training data is required [6]. Significant features can be 
recovered at various scales with the use of Deep Wavelt [29]. The outputs of the Deep Wavelet should 
be utilized as input data to train a classifier, as the Deep Wavelet cannot do classification on its own 
[34]. 

3.3 Support Vector Machine 

SVMs are a group of similar supervised learning techniques that are applied to regression and 
classification. They are a member regarding the generalized linear classification family [35]. Through 
converting the original training data, which could be utilized as SVM input, into multidimensional space 
and building a hyper-plane in higher dimensions for observing the hyperplane between 2 different classes 
in high dimensional feature space, which could be utilized as classification, the SVM, also referred to as 
SVM, is a potent classification technique [36] [37]. 

3.4 K-Nearest Neighbors (KNN) 

One popular classification method is KNN [38]. It is considered to be one of the most straightforward 
approaches in DM and ML and is instance-based, non-parametric, or lazy [39]. Its short computation 
time and ease of interpretation make it a popular choice [38]. The KNN method operates on the premise 
that samples that are most comparable to one another and belong to the same class have a higher 
probability [39]. Generally, KNN method predicts the query with the major class in k nearest neighbors 
after first locating the query's k nearest neighbors in training data-set. KNN is hence susceptible to the 
choice of k value. In the KNN algorithm, determining the k value is still quite difficult [38], [39]. Two 
parameters that must be accessible on distinct k values are the training error rate and the validation error 
rate [40]. 

3.5 Evaluation criteria 

The criteria used for evaluating the classifiers in this paper is the accuracy which can be calculated by the 

equation below:  

                                                                      𝑨𝒄𝒄 =
𝑻𝑵+𝑻𝑷

𝑻𝑵+𝑭𝑷+𝑻𝑷+𝑭𝑵
                                                                      (5) 

Whereas: TP = True Positive, TN = True Negative, FN = False Negative and FP = False Positive [41]. 

4 .Methodology 

In this paper a levels of detection and classification methods for eye-related diseases have been 

accomplished: level one is implemented by using a parallel convolution neural network to detect whether 

there is any disease or not regardless of type. Level two classifies four eye-related diseases. Level one 

was implemented using a convolution neural network, while, level two was implemented by using a 

deep wavelet network (see Fig. 3). Each level will be explained in detail. 
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Fig.3.   The diagram of the two- levels. 

 

4.1 Level –One Detection 

     Level one detects whether there is any disease or not. The answer for the model will be either: healthy 
or infected. A proposed model is designed using a parallel convolution neural network by using a dataset 
with two classes (see Fig. 4). 

 

Fig.4. Diagram of the level one detection model. 

4.1.1   Level –One Detection Model Model Building 

Our suggested model design combines CNN) parallel and sequential layers. The Autoencoder: 
Upsampling and Downsampling technique serves as its foundation. Layers for activation, convolution, 
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batch normalization, and max-pooling are used. The flattened layer was next applied, then Softmax and 
the classification layer. The suggested model architecture will be covered thoroughly in the upcoming 
sections. The first layer of CNN is image input layer, as is customary. Its size, [200×200×1], is adjusted 
to match the size of training dataset samples. The input image passes via two parallel convolutional 
layers during the downsampling process. To identify features in the photos, such layers apply filters that 
move over them. Each convolutional layer adjusts with a filter size of [3×3], which concentrates on 
particular details within prominent features since the blood vessels are slightly smaller. A total of 32 
filters are employed in such layers to create 32 feature maps, ensuring that all important information is 
extracted from the input images. The batch normalization layer, which comes after such layers, 
normalizes the output of the preceding layer, speeds up training, uses higher learning rates, and facilitates 
learning. The network is after that able to discover intricate patterns and relationships in the data through 
the introduction of non-linearity through the application of ReLu activation function. Finally, the Max 
pooling layer is used to preserve the most significant features while decreasing spatial dimensions of 
feature maps that the convolution layer outputs. Next, a concatenation layer that concatenates inputs 
along a certain dimension is used to connect the two parallel sets of layers. The preceding layer group 
was succeeded by an additional group consisting of a single convolutional layer with a filter size of [3, 
3] and 16 filters employed. ReLu, max pooling layer, and batch normalization layer come next. The 
output was after that linked to two sets of parallel convolutional layers, each consisting of eight filters 
and having a filter size of [3,3]. Both then moved on to the maxpooling layer, ReLu, and batch 
normalization layer. Next, a concatenation layer is utilized in order to join the two parallel groups of 
layers. The previous configuration of layers with the identical filter numbers and sizes was repeated in 
the upsampling, but in reverse order. Lastly, a dense layer, sometimes referred to as a fully connected 
layer, is employed. It is in charge of extracting high-level features from the layers' output. Since there 
are two classes in the dataset, this layer's output size is two. After that, to provide outputs that are 
probability-like for the class to which it belongs, the softmax layer is employed. In the case when the 
input image is healthy or has any diseases, the classification layer is employed to provide the final class 
predictions (see Fig.5). 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5. the proposed model Autoencoder for encoding and decoding 

4.2 Level –Two Classification Model 

Level two classifies five eye-related diseases. The output for the model will be either one of these 
diseases: Glaguma, Cataract, Hypertensive retinopathy, Dry age-related, or Diabetic retinopathy. This 
model was designed using a Deep wavelet network by using a dataset with five classes (see Fig. 6). 
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Fig.6.   The block diagram of the level two classification model 

The two primary components of this classification level are feature extraction and classification. 
Key elements of the image have been extracted using a two-layered deep wavelet as a feature extraction 
method. 

1- First, the input image is filtered using a scaled Gaussian (low-pass) function φ using 
convolving. In doing so, the image's finer details are eliminated, and a fundamental feature known as 
0th-order scattering coefficients is produced. The input for the following level will be the 0th-order 
scattering coefficients. 

2- In layer one: We employed the Morlet wavelet bank, a kind of complex wavelet transform 
with an easy mathematical representation, to apply every one of the wavelet filters in the first filter bank 
to the image. Those filters covered various image rotations and scales, allowing for a thorough 
examination of the supplied data. We set the quality factor (the number of wavelet filters per octave) to 
8 for this level, the number of rotations to 5, and the Invariance Scale of the filter to 56. The modulus of 
every filtered output was then computed. The first-order scattering coefficients are obtained by 
combining such moduli with the scaling filter. This layer examines the lost details in the zero layer in 
greater detail. 

3-Layer Two: Repeat the process for layer one, where the input for each new layer is the output 
of the previous layer. The second-order scattering coefficients were computed. This process will be more 
flexible and will help capture complex patterns better because the previous processes lead to nonlinearity 
(see Fig.7). 

 

 

 

 

 

 

 

 

Fig.7.  Deep wavelet scattering network layers of level–two classification model 
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After the features were extracted from the input images, two types of classifiers were used: SVM 
and KNN. 

5. Results and Discussions 

This section describes the stages of the suggested model's results, which include detection and 
classification when applied to two distinct datasets. 

5.1   Dataset 

The data is the fuel in the learning process, in this paper we have used three different datasets one for 
each level: 

A.  The Ocular Toxoplasmosis Dataset 

The dataset was downloaded from the website kaggle.com, and it is freely available on the website 
[42].This dataset consists of an eye image collected from two hospitals both de Clínicas Medical Center 
and Niños de Acosta Ñú General Pediatric. Two classes are included in this dataset: 132 images for the 
Healthy class and 279 for the diseased with different sizes. The images have been preprocessed by Alam 
et al [43]. This dataset has many issues which have been described and solved as follows:  

1- There are two classes in the dataset: diseased and healthy. The augmentation procedure was used on 
the original images since CNN may be used to attain great accuracy on larger datasets. New fake samples 
can be created and mixed with the existing data. Data augmentation is the term for this procedure [44]. 
The samples were turned and flipped to three distinct angles: 90°, 180°, and 270°. For improving 
accuracy and lessen overfitting throughout the DNN's learning process, the dataset is expanded with 
newly generated images. (See Table 1) which listed the entire number of dataset images, both prior to 
and following augmentation. 

Table 1. Dataset images samples number before and after augmentation 

Classes No. of samples before 
augmentation 

No. of samples after 
augmentation 

Healthy 132 528 
Diseased 279 1116 

 

2- Class Imbalance: the classes of the dataset are imbalanced which means there is an unequal 
distribution of labeled images in different classes. CNN's classification performance will be impacted 
by the class imbalance. Our solution involved the use of under-sampling. This is a method for modifying 
a data set's class distribution. Under-sampling techniques function by minimizing the bulk of class 
samples (see Fig. 8). 
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Fig.8.   Class imbalance before and after the Downsampling technique. 

3- Dataset images are of different sizes. The image size has been unified within [200×200].  

4- Lastly, a training set and a test set are created from the data-set. 30% has been used for testing and 
70% was used for training the original dataset. Randomly chosen examples from every class are given 
to each set. 

B.  Ocular Disease Intelligent Recognition (ODIR) Dataset 

One of the most extensive datasets for identifying eye diseases that is publicly accessible on Kaggle is 
this one [45]. The fundus images are of a patient's left and right eyes, and there are 5000 patients in total. 
Zeiss, Canon, and Kowa cameras are utilized in order to take the fundus images. The sizes of these 
images vary. Eight categories for the classification of ocular diseases make up the multi-class multi-
label database known as ODIR. The seven disease classifications that fall under such categories are: age-
related macular degeneration (A), glaucoma (G), cataract (C), myopia (M), normal (N), diabetes (D), 
hypertension (H), and other abnormalities/diseases (O). Several operations have been took place to 
prepare the dataset for the next process (see Figure 9) which summarizes all these operations. 

 

 

 

 

 

 

 

 

 

 

Fig. 9. Dataset preparation. 

5.2   Level One detection model 

Because CNN is established on the concept of trial and error. Two experiments have been examined 
in which different numbers of filters as well as sizes have been tried. 
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1- The image of size 200x200x1 convolved with [parallel 32 filters, 16 filters, parallel 8 filters to form 
encoder] Then [16 filters, parallel 32 filters to form decoder] all with size of 3x3. 

2- Image of size 200x200x1 convolved with [parallel 32 filters, 16 filters, parallel 8 filters to form 
encoder] Then [16 filters, parallel 32 filters to form decoder] all with size of 5x5.  

(See Table 2) lists the accuracy, the epoch number of training, and the training time taken in minutes of 
each experiment. 

Table 2. Results of the two experiments. 

Experiments 

No. 

Accuracy Epoch Number Training Time 

(Min) 

Experiment 1 94.2% 691 2315 

Experiment 2 93.2% 100 297 
 

From table 2, we could notics that expermint 1 with filter size of 3x3 has the highest accuracy that 
means the size filter could affect on the final results, as well as, the selection of filter size depend on the 
input images itself. 

State of Art Results Comparison  

(See Table 3)  represents a comparison between the results of the previous and the results obtained 
by the level one detection model. As shown, the proposed obtained the highest results. 

Table 3. Comparison between the results. 

Method Accuracy % 

Rodrigo PARRA et. al.[46] 91.3 

Adithi D. Chakravarthy et. al. [47] 92.5 

Daniel Milada et. al. [48] 93.0 

Bambang Krismono et. al.[49] 80.93 

Level one detection model (Experiment 1) 94.2 

Level one detection model (Experiment 2) 93.2 
 

5.3   Level –Two Classification Model 

Cross-validation technique used, in which every training process a new class added and evaluate the 
accuracy of the model. In addition, the data downsampling performed in each experiment depends on 
the total number of the minor and major classes in that experiment (see Table 4). As well as , all the 
classifier's accuracy for the four experiments listed (see Table 5) 

Table 4. details classes' total number and downsampling process. 

Experiment 

No. 

No. of 

classes 

Classes used 

(diseases) 

Class 

Samples 

No. of samples 

(by 

downsampling) 

Experiment 1 2 Diabetic 

retinopathy 

1098 1038 

Cataract 1038 

Experiment 2 3 Diabetic 

retinopathy 

1098 1038 

Cataract 1038 
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Dry age-

related 

1272 

Experiment 3 4 Diabetic 

retinopathy 

1098 1007 

Cataract 1038 

Dry age-

related 

1272 

Glaguma 1007 

Experiment 4 5 Diabetic 

retinopathy 

1098 808 

Cataract 1038 

Dry age-

related 

1272 

Glaguma 1007 

Hypertensive 

retinopathy 

808 

 

Table 5. Classifiers accuracy for the four experiments. 

No. of Experiment KNN SVM 

Experiment 1 98.5% 98.6% 

Experiment 2 95.1% 96.2% 

Experiment 3 84.9% 86.9% 

Experiment 4 83.6% 80.1% 
 

State of Art Results Comparison  

Table 6 represents a comparison between the results of the previous and the results obtained by the 
level one detection model. As shown, the proposed work obtained the highest results 

Table 6. Comparison between the results. 

Methods Methods Dataset Accuracy 

Zainoor 

AhmadChoudhry et. al. 

[50] 

SVM ODIR 93.8% 

Ajna Ram et. al. [51] CNN ODIR 88% 

Md. Tariqul Islam et. 

al.[52] 

CNN ODIR 80.5% 

Experiment 1 DWNN + SVM ODIR 95.5% 

DWNN + KNN ODIR 98.6% 

Experiment 2 DWNN + SVM ODIR 95.1% 

DWNN + KNN ODIR 96.2% 

Experiment 3 DWNN + SVM ODIR 84.9% 

DWNN + KNN ODIR 86.9% 
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Experiment 4 DWNN + SVM ODIR 83.6% 

DWNN + KNN ODIR 80.1% 

 

6. Conclusions 

We have presented in this research a two-stage method for the classification and detection of diseases 
connected to the eyes that is implemented in two levels: level one uses a parallel CNN for the 
identification of the presence or absence of any disease, irrespective of its form. With the use of two 
classifiers, which are KNN and SVM, and two datasets, the Ocular Toxoplasmosis Dataset and Ocular 
Disease Intelligent Recognition (ODIR), level two identifies four eye-related disorders. Deep-wavelet is 
used as a technique for FE. We came to the conclusion that a large number of samples are typically 
required for the training when using the DL method. As a result, overfitting may result from a small 
number of images. At the same time, the deep wavelt needs less training examples compared to DL 
techniques, which makes it a strong option for labeled applications. The deep wavelet network cannot 
classify images on its own; instead, its outputs should be utilized as training data for a classifier. As a 
result, when features are extracted, the classifier selection is crucial for classifying images and finding 
abnormalities in images. We have decided that our approach performs well and produces decent results 
based on the comparative estimate. 
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