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Abstract

The aim of this paper is to build a process simulator to aid the process and control
engineers in design and simulation. The simulator is to be built of software modules.
The basic modules are integrator and dead time, lag, and two-lag. Practical process
built from the basic one are deadtime and integrator, deadtime and lag, deadtime and
two-lag. The present work is achieved by using Levenberg-Margardet algorithm with
variable learning rate, the software used in this work is implemented by using Turbo
(C language) with technical MATLAB version 6.0 package.

Ll
el i)yl aliic falSil) athii ¢« Lokl Aoyl wiad! dune py 518 Lpseaell SUSULY aliSdcsf a7
(ramp, step, gaeadll dite S COU g Lillh o il (o o 3 CAETN 2llid g ¢ pia il lall

dmpulse)

& g LTl W] byl k) Laii¥) e (Sl s ¢ il ) A o Al DU gLy T
C-""‘"ﬂ mrnw én‘rhﬂdgimlp&:r;g.hﬁhﬂi.wlp&'d.awﬁﬁm?ﬂ&uqﬁmf&'
Al il

Keywords: Process identification, Neural network, Levenberg-Marquardt Learning
Algorithm, Process simulator, Integrator process, dead time process, lag process .

I-Introduction identification process it is a technique
Soft computing is a practical that is demand in this work 1o estimate
alternative for solving computationally model behavior without necessarily
complex and mathematically intractable using a given parameterized model set
problems especially system with  correlatton  analysis,  which
identification problems. The most estimates a system’s impulse response
popular  constituents of the soft [3].
computing methodologies are the neural
network f/]. Neural networks are non- 2-Neural Network _and _ Learning
linear black-box model structures, to be Algorithm
used with conventional parameter The learning algorithm that is used to
estimation methods. They have good train the network is commonly
general approximation capabilities for levenberg-marquardt a version of back
reasonable non-linear systems. When propagation algorithm used to
estimating the parameters in these train multi-fayer feed forward networks
structures, there is also good adaptability based on  nonlinear  oplimization
to concentrate on those parameters that technique by minimizing the sum of
have the most importance for the squares of errors (SSE) f4]. This method
particular data set /2] nonparametric is based on an approximating the second
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order derivatives by using the first order
derivatives [5], with batch update and
variable learning rate, this method
represents a simple heuristic strategy to
increase the convergence speed of the
back propagation algorithm, the flow
chart that describe the algorithm that is
used to achieve this work is shown in
figure(l).the LM algorithm as follow
[6]:-

Stepl. Initialize the network
weight to small random values and
biases.

Step2. Present an input pattern.
And calculate the output of the network.

a = (X wip,+ )

ay = [(X wya; +5;)
Where

fi.fy + Represents the activation
functions of hidden and output layer
respectively.

Step3. Calculate the elements of
the Jacobian matrix associated with
Input/output pairs by using this equation.

wik + 1) =wlk )+ [JE'JE + ,r.u']ﬂI Jle,

Step4.  Update the  weight
according to the following term.
. B
g dwj
Step5.Stop if the network has
convergence; else, go back to step 2.
3-Neural Identifier
Neural networks are used for

identifying the behavior of a process
simulator device, the data taken from the
processes off-line, then applied to the
neural network software tool figure (2).
Four identifiers were used to identify
four processes that describe in this
device as follows:

INNI: -for integrator process.

NND: - for dead time process.

NNL: - for lag process

NNLL: - for two-lag process
After identifying these four basic
processes, we can construct practical
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process from them. Then test signals
were applied to test and establish the
process behavior. Three-test signals are
used impulse. step, and ramp.

J-1 NNI Process

The NNI structure details are shown
in figure (3.a), one node in the input
layer, one hidden layer with fifteen
nodes and three nodes in the output
layer. During training phase the training
set of the signal is presented many times.
A training corresponding to  signal
passing over the entire training set is
called training epoch or training cycle. In
order to have good mapping of a neural
model to the plant response many
experiments have been done including
changes in the number of hidden units,
and the momentum parameter one of the
experiments represents good mapping
sum squared error as shown in figure
(3.b) shows the SEE Vs epochs and
figure (3) ¢, d, e shows the actual output
of the integrator process that is
represented by (-) and the NNI output
that is represented by (o), for three
signals respectively,
The learning rate is varying according to
the wvalue of error before and after
updating the parameters in each
iteration. One advantage of Levenberg-
Marguardate algorithm is that, not all the
iteration in LM algorithm is used to
update the network parameters, just the
iteration, which decreases the error, is
used in updating the network parameters.
Therefore the error will never increase
through the learning process, and hence
it will have a stair-like performance
surface [5].
Simulation results showed that, LM
tramning algorithm could reach any
degree of accuracy with more iteration
and degree of freedom in the hidden
layers, equation (1) represent the WNNI
process:-
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where:
v (s5): represents the input voltage.
v (s): represents the output voltage.
_! : represents the integral value.

RCS
S : represents the Laplace symbol.

3-2 NND Process

Neural network is wused for
identifying dead time process, the input
for NND consists of (228) patterns each
one has two values one for (D) value,
(D) range is (0-9) NND trained for
D=(1,5,7.10), the second wvalue
represents the input signal value, NND a
structure detail is shown in figure (4.a),
two nodes in input layer, and one hidden
layer with ten nodes and one node in
output layer. figure (4.b) shows the SEE
that is reached by using LM on NND
model figures(4) c, d, e show the
response of the three signals, equation
(4) represent the NND process :-

V. (8)=V. (8™

where:

v_(s): represents the input voltage.
i

(2)

¥
ol

D : represents the dead time value,
S: represents the Laplace symbol.

(5): Tepresents the output voltage.

3-3 NNL Process

Neural network is used for
identifying lag process, the input for
NNL consists of (285) patterns each one
has two values one for (1) value, (1)
range {0-9), NNL trained for
(r=1,3,5,7,10), the second wvalue
represents the input signal time value.
The structure detail is shown in figure
(5.a), two nodes in input layer, and one
hidden layer with fifty-five nodes and
three nodes in output layer.
The sum squared error and the training
epochs are shown in figure (5.b).The
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NNL output is shown in fig (5) ¢, d, e
three signals with different t values,
equation (3) represent the NNL process:-

(3)

. 1 e

- {51= ﬁi b 1

where:

1’ {s): represents the input voltage.
ian

i (s): represents the output voltage.
ant

. represents the lag time value voltage.
s : represents the Laplace symbol.

3-4 NNLL Process

Neural network is  used for
identifying a two-lag process, the input
tor NNLL consists of (231) patterns each
one has two values one for (1) it ranges
(0-9), NNLL trained for (t=1,2,4,6,8,10)
values, the second value represents the
input signal value. The structure detail is
shown in figure (6.a). two nodes in input
layer, and two hidden layer, the first one
with fifty -three nodes and the second
one with fifty ~two nodes with fifty-five
nodes and three nodes in output layer,
The sum squared error and the training
epochs are shown in figure (6.b)., The
NNL output is shown in fig (6) ¢, d, e
three signals with different 1 values,

equation (4) represent the NNLL
process:-

2 i I L

Y ot (5)= o T Vul$) )

4-Simulation Results

Four processes have been built using
neural networks, they can be used to
coustruct additional processes, these
processes can be built and tested by
applying one of the input tested signals
ramp, step or impulse to identify the
behavior of that process. Simulation
results show the abilities of neural
networks to adapt the new processes and
to give pgood results. Three new
processes are obtained NNDI, NNDL
and NNDLL.
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4-1 NNDI Process Simulate

This process was built from both dead
time NND and integrator NNI processes,
figure (6.a) shows this process. For
impulse input with D=3second, NNDI
gives sum square error {SSE=0.0068),
impulse response is shown in figure
(7.b). For step input with D=6 second,
NNDI  gives sum square error
(5SE=0.0433), step response is shown in
figure (7.c).For ramp input with D=2
second, the NNDI give sum square error
(SSE=0.0160), Ramp response shown in
figure (7.e).Figure (7.f) shows the error
curves for 57 samples for three examples
of signals that were selected to test the
process, equation (5) represent the NNDI
process:-

¥ our (5} [LI-
where:

v, (s): represents the input voltage.

— .0 2!

N

¥ (s): represents the output,

[2ir 1
T: represents the lag time value voltage.
§ : represents the Laplace symbol.

4-2 NNDL Process Simulate

NND and lag NNL processes were
used for constructing this process figure
(8.a) shows this process. The NNDL
gives approximation results which agree
with the original one NNDI tested by
applying three tested signals, to each
dead time (D) and (r) to each signal
NNDL produced different sum square
error For Impulse input with D=2
second, r=lsecond, NNDL gives sum
square error (SSE=3.4106e-5), impulse
response is shown in figure (6.b). For
step input with D=4 second, =9 second,
NNDI  gives sum square error
(SSE=1.2301e-4), step response s
shown in figure (8.c). For ramp input
with D=2 second, =3second. The NNDI
gives sum square error (SSE=1.1934e-
4), ramp response is shown in figure
(8.e).Figure (8.f) shows the error curves
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for 57 samples for three examples of
signals that were selected to test the

process, equation (6) represent the
MNNDL process:-

. [ Y 6

Vout {S]EI;\:-_E'*I) ") o

4-3 NNDLL Process Simulate

MNNDLL process was built from NND
with two lags NNLL processes, figure
(9.a) shows this process. The new
process NNDLL gives approximation
results which agree with the original one,
NNDLL was tested by applying three
tested signals, to each dead time (D) and
(r) to each signal NNDLL produced
different sum square errors. For impulse
input with D=2.5 second, +=9.5 second.
NNDLL gives sum square error
(55E=2.1471e-7), impulse response is
shown in figure (9.b).For step input with
D=5 second, r=2second, NNDLL gives
sum square error (SSE=2.8050e-6), step
response is shown in figure (9.c).For
ramp input with D=4second, r=7second.
NNDLL  gives sum square error
(SSE=2.0603e-6), . ramp response is
shown in figure (9.d). Figure (9.¢) shows
the error curves for 57 samples for three
examples signals that were selected to
test the process, equation (7) represent

the NNDLL process:-
7
L £ T [ﬁ]. vo(s) ( }

5-Conclusions

The following points outline the most
important results that have been obtained
in this work.

1-The Process simulator device here is
replaced by four neural networks, so
many problems are avoided such as:

The maintenance problem: -Since
MNs is implemented in software method
and the process simulator device is a
hardware tool, no maintenance is
needed.
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e The modification
process simulator device needs to
replace any card for modification,
but NNs needs small change in the
written program. The time problem: The
process simulator device uses wires to
make a connection between signal and
process.

This takes a time to prepare the process
for testing while in computer program
the selection is made in the program.

e The time problem: The process
simulator device uses wires to make a
connection between signal and process,
This takes a time to prepare the process
for testing while in computer program
the selection is made in the progran:.

problem:-The
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Fig (1) Flowchart
Of LM training algorithm with variable learning rate
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Fig(6.a)NNLL Process
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Fig. (8.a) NNDL process
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