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Abstract L

Robot has become such a promisent tool tha it has increasingly taken a more
important role in many different industries because it operates with great
efficiency and accuracy.

In this paper genetic algorithms are used to learn complex behaviors for robot
using distributed learning classifier systems as a control system.

To investigate this goal is proposed a simulation system. This system uses a
simulated environment with simulated robots. Because it takes far less time to
run experiments in simulated world than in the real world, a much greater
number of design possibilities can be tested. Also simulated environment have
proved very useful to test design options, and the results of simulations turned
out to be robust enough to be carried over to the real world without major
problems,

Keywords: Robotics, ¢lassifier system, machine learning.
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LiIntroduction

Genetic  algorithms  are adaptive
search technigues that can learn high
performance knowledge structures.
The genetic algorithms' strength come
from the implicitly parallel search of
the solution space that it performs via
a population of candidate solutions
and this population is manipuiated in
the simulation. The candidate
solutions represent every possible

behavior of the robot and based on the
overall performance of the candidates,
each could be assigned a fitness value.
Genetic  operators  could then be
applied to improve the performance of
the population of the behaviors. One
cycle of testing all the competing
behavior is defined as a generatian,
and is repeated until a good behaviors
is evolved. The good behavior is then
applied to the real world. Also
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because of the nature of genetic
algorithm, the initial knowledge does
not have to be very goad.

The robot are used to perform
increasingly difficult tasks in complex
and unstructured environments, it
becomes more of a challenge to
reliably program their behavior. There
are many sources of variation for a
robot control program to contend
with, both in the environment and in
the performance characteristics of the
robot hardware and sensors. Because
these are often too poorly understood
or too complex to be adequately
managed with static behaviors hand-
coded by a programmer, robotic
systems some times have undesirable
limitations in their robustness,
gfficiency, or competence. Machine
learning techniques offer an attractive
and innovative way to overcome these
limitations, In principle, machine
learning techniques can allow a robot
to successfully adapt its behavior in
respanse to changing circumstances
without the intervention of a human
programmer [2,3].

Classifier systems are a general-
purpose inductive machine learning
systems, which use genetic algorithm
as the learning mechanisms.

In this paper we use genetic
algorithms with reinforcement
learning through the use of a classifier
system. This learning mechanism
ensure flexibility and adaptation to an
unknown  environment during a
simulation.

1. Reinforcement Learning

Reinforcement learning is a synonym
of learning by interaction. During
learning, the adaptive svstem tries
some actions (i.e., output values) on
its environment, then it iz reinforced
by receiving a scalar evaluation (the
reward) of its actions. The reinfor-
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cement learning algorithms
selectively retain the outputs that
maximize the received reward over
time.

RL tasks are generally treated in
discrete time steps. At each time step -
t- the leaming system receives some
representation of the environment's
state -s-, it takes an action -a-, and one
step later it receives a scalar reward -
r-, and find itself in a new state -s-.
The two basic concepts behind
reinforcement learning are frial and
error search and delayed.

RL can be defined as the problem
faced by an agent that learns by trial
and error how to act in a given
environment, receiving as the only
source of leaming information a
scalar  feedback known as
"reinforcement”.

One key feature of RL is a trade-off
between exploitation and exploration.
To accumulate a lot of reward, the
learning system must prefer the best
experienced actions, however, it has
to fry (to experience) new actions in
order to discover better action
selections for the future [1,5].

3. Learning Classifier System (LCS)
A classifier system (CS) is a machine
learning  system  that  leamns
syntactically simple string rules,
called classifiers, as introduced by
Holland and Reitman (1978)[6].
These classifiers guide the system's
performance in  an  arbitrary
environment. A classifier system
derives its name from its ability to
learn to classify messages from the
environment into general sets and is
similar to a control system in many
respects. As a control system uses
feedback to "control” or "adapt" its
output for an environment, a classifier
system uses feedback to "teach" or
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"adapt” its classifiers for an environ-
ment.

A CS is a kind of parallel production
rule system in which kinds of leaming
takes place. First, reinforcement
learning,  Second,  evolutionary
learning [6].

A classifier system has three major
components [3]:

!, Rule and message system
{performance system),

2. Apportionment of credit system,
(Bucket Brigade Algorithm-BB)

3. Classifier discovery mechanisms
{primarily the genetic algorithm).

3.1 Rule and Message System

Each classifier consists of a rule or
conditional statement whose
constituents are words form the
ternary alphabet (0,1,#). It has one or
more words or conditions as the
antecedent, an action statement as the
consequent, and an  associated
strength. The rule portion has the
template:

IF<¢ondition>& <

condition2>&...& <condition N>
THEN <action>

where,

<condition® is encoded as a finite-
length string from the alphabet
{0,148}

<action® is encoded as a finite-length
string from the alphabet {0,1}.

The "#" symbol acts as a wild card or
"den't care” in the condition, maiching
gither a 0 or 1. This allows for more
general rules. The more "don't care”
symbols the more general the rule,
The measure used to quantify is
called: specificity. The specificity of a
classifier is the number of non #
symbols in the antecedent. If a
classifier's antecedent consists of all #
characters then the specificity is zero,
if there are no # characters in the
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antecedent then the specificity is
equal to the antecedent's string length.
The strength portion of the classifier
gives a measure of the rule's past
performance in the environment in
which it is learning. That is, the
higher a classifier’s strength the better
it has performed and the more likely it
will actually be used when the
condition matches an environmental
message and to reproduce when the
GA 1s applied.

The messages, generated from the
environment (or from the action of
ather classifiers), maich the condition
part of the classifier rule. Therefore,
an action is a type of message, with
the consequence of an action being
the modification of the environment
{or the attempted matching with
another classifiers in some classifier
systems).

The messages from the environment,
which match the antecedent of the
classifiers, are filtered and converted
via input sensors, The sensors (called
detectors in  classifier  system
parlance) discriminately select certain
aspects of the environment to sense
and then translate the input to a binary
form which can be processed by the
classifiers [6].

The actions of the classifiers modify
the environment via the effectors (or
output  interface). The effectors
translate the binary action into a form
which is appropriate to modify the
environment within an envelope of
allowable modifications [4].

3.2.Apportionment of  Credit
System

The apportionment of credit
system deals with the modifications in
strength of classifiers as the classifier
system learns (Booker, et al. 1989)[6].
Strength modifications occurvia three
interrelated mechanisms:
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* Auction,

e Reinforcement& punishment,

» Taxation.

As the classifier system receives
messages from the environment, all
the classifiers which match one (or
more} of the messages compete, by
submitting a bid, in an auction to
determine & victorious classifier that
will affect the environment. The
victorious  classifier's modification
will be beneficial or detrimental to the
environment. With this feedback, the
apportionment of credit system
appropriately uses reinforcement and
punishment to increase or decrease
the strength of the victorious classifier
that caused the modifications, Finally,
taxation is levied on each classifier
per iteration and on each classifier
that submits a bid during an auction

[6].

3.2.1. Auction:
Competition:
An auction is performed among all the
classifiers, which have an antecedent
that matches at least one of the
environmental messages. The
classifiers system's detectors receive
input from the environment and
assemble the input into environmental
messages. Each classifier attempts to
match each environmental message,
with each classifier that matches
bidding in the auction.

With the matching classifier pool
determined, the auction commences.
Each classifier participating in the
auction submits a bid, the bid is a
function of the classifier's strength
and specificity. Only the bid of
victorious classifier is paid, so only
the victorious classifier has its
strength decreased by the amount of
its winning bid. The bid of classifier is
caleulated in equation ().
Bi=Cwu 5

Bidding and

(D
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where

Chia ¢ Classifier bid coefficient:
positive constant less than unity that
acts as an overall risk factor
influencing what proportion of a
classifier's strength will be bid and
possibly lost on a single step. (Usually
Cbid 24:}1}

S : Strength and [ is classifier index.
Competing  classifier in  above
equation is not used directly to
determine the auction winner, random
noise is added to the auction.
Therefore the effective bid, EB, is
calculated as the sum of the
deterministic bid, Bi, and a noise
term, N{owg) as shown in equation
[2].

EB;= B, + N(Ouiq) il )

Where : opig @ Moise term coefficient:
positive constant less than unity. The
noise N is a function of the specified
bidding noise standard deviation Gy,
3.2.2. Reinforcement and
Punishment:

A trainer is necessary to determine
whether the environmental modify-
cation was beneficial or detrimental.
Some machine learning systems
require a tutor trainer, which knows
the correct or best answer, enabling
the system's actual response to be
compared with the correct response.
Fortunately, a classifier system
requires only the more flexible
reinforcement trainer.

Reinforcement learning requires only
positive or negative feedback from the
reinforcement trainer as a conesquen-
ce of a response.

When the victorious classifier creates
a beneficial effect to the environment,
the trainer sends positive feedback
causing an increase in the victorious
classifier's strength, Conversely, a
detrimental  effect  leads to

pumishment. Since the victorious
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classifier's strength decreases when it
wins the auction and pays its bid,
punishment occurs implicitly anytime
a reward is not provided. In addition,
an adjunct strength reduction may
oceur, If the trainer has the ability to
rank environmental effects, then the
rewards and punishments can be
scaled appropriately.
The strength 5{t + 1) of a classifier |
at the end of iteration is;
Si{t + 1) + §(1) — Bi{t) + R(t) - Ti(H)
..(3)
where,
St} Strength  of classifier |
beginning of iteration 1.
Ri{t) Reward from the environment
during iteration t.
Bi(1) Classifier's bid during iteration t,
Only paid if victorious.
Tt) Tax
Again, classifier 1 only makes a bid
payment if victorious in the auction
and effects the environment. The
reward factor, R(t}, is only non-zero
il the classifier won the auction on the
previous iteration, The reward (or
punishment) for the action at iteration
t will not be applied until iteration t +
1. Note that B;(t) is less than zero for
punishment, and greater than zero for
reward. [6]

at

Taxes
Taxation occurs to prevent the
classifier population from being

cluttered with artificially high strength
classifiers of little or no utility [6].
There are two types of taxes:

¢ Life tax.

* Bid tax
The life tax, Taxlife, is a fixed rate tax
applied to every classifier on every
iteration. The purpose is to reduce the
strength of classifiers that rarely or
never are matched and therefore
provide little or no utility. Non-
producing classifier's strengths are
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slowly decreased, making them
candidates for replacement when the
classifier  discovery  mechanisms
(primarily the penetic algorithm)
create new classifiers.

The bid tax, Taxbid, is a fixed rate tax
that is applied to each classifier that
bids during an iteration. One reason
for a bid tax is to penalize overly
general classifiers, i.e., classifiers that
bid on every step but perhaps seldom
win because they have a low
specificity which leads to low bids
and so a low chance of winning the
auction to post effector messages
(Riolo-1988). [6]

3.3. The Rule Discovery System
{Genetic Algorithm)

The bucket brigade provides a clean
procedure for evaluating rules and
deciding among competing
alternatives. Yet we still must devise a
way of injecting new possibly better
rules into the system. This is precisely
where the G.A steps are used. Using
the simple genetic algorithm new
rules are created using (reproduction,
crossover snd mutation). These rules
are then placed in the population and
processed by the asuction, payment,
and reinforcement mechanism to
properly evaluate their role in the
system, [2]

After applying the GA, only some of
the rules are replaced. The new rules
will be tested by the combined action
of the performance and credit
apportionment algorithms. Because
testing a rule requires many time
steps, Gas are applied with a much
lower frequency than the performance
andd  apportionment  of  credit
systems.[6]

A complete classifiers system needs
some means of generating new rules
for use in the performance and
learning systems. Genetic algorithms
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(GA) techniques have been used as
the main source of rule discovery in
CS.

4. Simulation of Robot

In this paper genetic algorithms are
used to learn complex behaviors for
robot using distributed learning
classifier systems as a control system.
To investigate this goal we proposed a

simulation system  called Robot-
Moving Light-Goal System
(RMLGS). In this system the
simulation environment is a two

dimensional environment where there
were three objects that it could
perceive. The objects are as follows:

* A moving light source, which
moves randomly toward the goal and
the initial position of the light is
random.

* A robot, which chases a moving
light to eatch it before it reache the
goal.

There are four probabilities for initial
positions of a robot. They are as
follows:

- Only one robot alwavs has fixed
initial position.

- Only one robot always has random
initial position,

- Three robots have fixed initial
position and one of them becomes
active by control depending on the
distances between a moving light and
them,

- Three robots have random initial
position and one of them becomes
active by control depending on the
distances between a moving light and
them.

e The goal, always has a fixed
position.

& Emergency, can only be heard
when the distance between a
moving light and the goal
becomes less than or equal to
the known fixed distance.

a3

Robot Behavior Using Distributed Leamning
Classifier System

In this proposed system a distributed
classifier system (DCS) uses two-
level hierarchical architecture, This
DCS  consists of three classifier
systems: two classifier systems (LCS-
1 & LCS8-2) in the high level, each of
them learns the basic behavior —
{LCS-1) learns robot to walk one step
toward the light when it does not hear
the sound of emergency but (LCS-2)
learns robot to walk two steps toward
the light when it hears the sound of
emergency-, and the third classifier
system (LCS-C} is in the low level,
which leamns o switch between the
two basic behaviors.

4.1. The Structure of RMLGS

RMLGS is implemented as a set of
three classifier systems organized in
two-level hierarchical architecture:
two classifier systems (LCS-1 &
LLCS-2) learn the basic behaviors,
while one (LCS-C) leams to switch
between the two basic behaviors. The
structure is shown in Figure (2).

4.2. Representation of RMLGS
4.2.1. Representation of LCS-C
*  Environmental message
The length of messages which LCS-C
receive from the environment is
always 5-bits as shown in Figure (3).
= The action:
The action's length of LCS-C is
always one bit:
0 If LCS-C sends message to LCS-1.
1 If LCS-C sends message to LCS-2.

4.2.2. Representation of LCS-1 &

LCS-2
o [nput message:

The length of messages which LCS-1

or LCS-2 is received from LCS-C is

always 4-bits as shown in figure {4).

o The action
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The length of action which LCS-1 or
LCS-2 is send to the environment is
always 4-bits as shown in Figure (5).

5. The performance measure of
RMELGS:

In RMLGS the following equation is
used:

Number of covrect responses

Total number of responzes

Dsrf=]
.(4)

as performance measure. That s,
performance is measured as the ratio
of correct move to fotal moves
performed from the beginning of the
simulation. The notion of "correct”
response  is  implicit in  the
reinforcement program (RP): a
response is correct if and only if it
receives a positive reinforcement,
Therefore, we call the above defined
ratic the "cumulative performance
measure induced by the RP",
RMLGS  uses  four types
environment, as follows:

1- A light in random position,

and one robot in [ixed position.

2- A light in random position,

and one robot in random position.

3- Random position, and three

robots in fixed position.

4- Random position, and three

robots in random position.
With each type of the environment in
RMLGS, the performance of LCS-1 is
calculated independently of LCS-2
and the performance of LCS-2 is
calculated independently of LCS-1,
the performance of each LCS-1 and
LCS-2 is 100% that means the whole
system performance will be [00%.,

of

Notes:
-+1 A moving light moves to wards the
goal.

Robot Behavior Using Distributed Learning
Classifier System

_: The robot moves one step towards
a moving light by using LCS-1
(Chasing behavior).

~: The robot moves one step towards
a moving light by using LCS-2
(Approaching behavior).

6. Conclusion:

e learning to perform a
complex  behavior  becomes
simple. Complex behavior s

portioned into simple behaviors.

¢ Distributed classifier system
gives the ability to build any
system with complex behavior.

* Using classifier system for
each simple bzshavior will reduce
the complexity of building the
system and its learning.

e Using two-level hierarchical
architecture makes the robot learn
the behaviors at much less time
for execution.

s Using different initial states
for the objects in simulation
environment makes the system
more flexible.

¢ Building a temporary memory
for receiving more than one
environmental message and then
automatically executing them one
message in cach cycle makes the
system more realistic,

* The capability of robot to
sense in all directions makes the
system  more efficienty and
flexible.

s Using classifier store with
variable size of population, makes
the system more flexible to
destroy or add new rules from and
to the classifier store.

* Using reinforcement learning
s an easy way to notice the
performance of robot that means
helping the user to view the
performance on  the  desired
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environment, for example
showing the report that shows all
the details of each run, and makes
changes if needed for new test.

* Using a reward for winner
classifiers and punishment for the
others. Reinforcement learning is
better way than using only
reward.

*  Strength should be used a
fitness measure to find the correct
solution,
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