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Abstract

As far as electrical power system is concerned, there has been a need to find
out the future load in advance. Load lorceasting has been a central integral
process, throughout planning and operation of electrical utilities.

An approach of artificial neural networks (multi layer percepiron) to short
term load foreeasting is presented in this work. Four different architectures of
nenural networks have been trained and tested to forecast the daily peak load
of Baghdad city. A historical daily peak load and weather data were proposed
for the forecasting process. A back propagation algorithm has been used to
train these networks. MATLAB version 6.1 program was used.
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I [ntroduction according to the forecasting period as:

In order to supply high short term, medium term, and long
quality electric energy (o the customer term forecasting [ 1, 3. 4].
in a secure and economic manner, an Much has been written on the subject
electric  company  faces  many of load forgcasting and neural
economical and technical problems in network.
operation, planning and control of an -Lee K.Y, et, al., 1992:
electric encrgy system [1]. In [1], the paper proposes artificial
Load forecasting is one of the central neural network (ANN) method to
functions in power  system forecast the short term load
operation [2]. forecasting (STLF) for a large power
The different types of load system. Inputs to ANM are the past
forecasting can  be classified load and the output is the next day 24
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hours. Two methods have been
produced. The average percentage
error was about 2%. Backpropagation
algorithm (BPA) was used for training
the network. Note that the weather
variables were not included.

-Ribeiro L. S., et.al., 1996:

In [5]. the paper proposes a study of
the application of ANN in the area of
very short-term load forecasting {ten-
minute intervals). A load history
series of Minas Gerais Power Plant,
Brazil. A backpropagation network
with momentum and with adaptive
learning rate was trained for each day
of the week, The average means crror
abuul 2 56% tor multi step procedure

Weather variables were not included.

- Carpinteiro 0. A, et. al. , 2001:

In 6], the paper proposes a novel
neural model to the problem of STLF,
The neural model was inade up of two
self-organization map nets; one on top
of the other. It has been successfully
applied to domain in which the
context information given by former
events plays a primary role, The
results obtained have shown that
hierarchical neural model (HNM)
avergpe percentage error wos 2.33%,
Weather effect was not included.

2 Artificial Neural Network:

An artificial peural network{ ANN) is
a computational system inspired by
the functioning of human brain. The
system 15 made up ol highly
interconnected processing  elements.
The artifictal neuron is a simplified
mathematical representation of the
biological neuron, which execute the
sum of weighted input through the
weights associated to those inputs
(svnaptic weights), then it applied a
function to the result in order to
generate the output. The function
which applied to the result is called
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activation function (sigmoid). a
feature which enables the ANN to
represent more complex problem.

The architecture or topology of a
neural network is formed by an input
layer, an output layer and one or more
hidden lavers. The choice of the
number of hidden layer and number of
the processing elements in each fayer
is directly related to the problem at
hand.

In mathematical termm [7]

yo=fQWx)

|

e 1 '

f(x): is the activation function

w,, :synaptic weight

X, . input signal

ANN  knowledge is stored in the
synaptic weight of cach link berween
two processors. By means of learning
algorithm [3].

The network weight in such a way
that the network output error is
minimized.

The typical operation of ANN can be
classified into two stages (a) training
stage (b) recall stage. The training
stage is conducted by using various
training data set which include the
respective inputs and the
corresponding  desired outpul. The
initial network connection weights are

set equal small random numbers.
Afier the network is properly trained,
the recall stage will start. In this stage,
a set of test data is applied to the
network. Afier ward, the performance
of the network is analyzed. This
performance depends on  various
factors such as: the statically
soundness of training data set, the
structure and the size of the nerwork,
initial  network  weights,  leaming
strategy and input variables, selecting
the momentum and learning rale
values, etc [8].
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3 Case Study:
The problem under study is 1o
calculate the forecasted daily peak
demand loads for the next day of city
of Baghdad. Historical data for peak
loads  demand

[raq for previous months were used.
Fig.(1) shows the historical peak loads
that have been used in training and
lesting process,

Figs. (2), (3) , and {4) shows the
historical data for temperature used in
tralning and testing process for the
three different areas in Iraq (north,
middle, and south).

Several experiments were performed
for choosing the ANN architectures
and the organization of input vectors.
Muore details are given in section four.
Backpropagation  algorithm  with
random initialization of weights was
used for ANN muitilayer percrptron
training.

A qualitative  analysis  of load
forecasting problem indicates that the
following variables influence the load
demand: weather effect (temperature,
humidity, season), type of day of the
week,  and  unexpected  events
{machine break down or disturbance.
each person behave on his individual
way ) [9],

4 Peak Load Forecasting Models:

In this work nevral network structures
have been built and tested to forecast
the daily peak load, 1o give the target

output.
The structure divided the vear in to
four  networks according to  the

season's (winter, spring, summer, and
autumn). The seasons are classified
according to the values of peak loads
over the year. The training and testing
sets are the data over a period of one
whole vear,

and  maximum of
temperature values for many areas of
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The network information of (he
structures is shown in Table (1) and
Table (2). The structure of winter,
spring, and summer networks are the
same, but the structure of autumn
network 1s different,

The input parameters 1o structure
contain the forecasted maximum
temperature in three areas of Irag, for
the day load forecast being conducted.
The recorded maximum temperature
of previous day in the three areas. and
the recorded maximum temperature
and peak load in the past ten days
with the same load pattern like the
forecasted day.

We have used the normalized
cquation to normalize the input and
output vectors for the load values and
temperature values:

X N ¥

H TS -
Where,
normalized value

:!" .

T

¥ cminimum value

“ 11
X e ! Maximum value

Different values of momentum and
learning rate have been selected for
the four networks as shown in tables
(1) and (2}, The value of SSE shown
depends on the accuracy of the target
output of the leaning process. In the
tour structures, there is no particular
treatment for holidays, and the special
days have been excluded from the
training sets,

The abnormal data must  be
recognized in order to remove them
from the training sets.

5 Results and Discussion:

The results of forecasting peak load
for the four MLP networks of the
structures werc tested,

Testing would require the use of data
at all seasons of the vear. but the
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testing must not be carried with the
same data used in the networks
training.

The testing results of the four
networks  including  actual and
forecasted peak load values and the
percentage error are shown in Tables
(3), (4), (5), and (6).

The criterion for our work was
determining of the average percentage
error for the forecasting values. This
is defined in eq.(3):

b L, -4, :
T —l-*—-— ‘!h 1R ..{3 )

Errars

N : Number of cases to be torecasted.
L, : the ith load forecasted value.
L, : the ith load value.

Table (7) shows the final average
percentage error  for the whole
program for all seasons.

The average percentage ecrror s
(1.02% , which indicate that
including the temperature to the input
vector and dividing the year in to
seasons make the accuracy of
forecasting better, So the structure of
artificial neural networks has an effect
on the results. It uses two hidden layer
, the second hidden laver filter the
output , This paper reaches an
accurate  forecasting over the
historical studies.

6 Conclusion:

Short term load forecasting is an
essential component in the operation
of electric utilitics. This paper
demonstrates how neurzal network can
be used successfully to solve STLF
problem by forecasting the daily peak
load of Baghdad city. The eflects of
learning rate and momentum on the
efficiency of convensil leaming
algorithm have been devoted to speed
up learning process. It is found that
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accurale load forecasting results with
error of 1.02% (by including load and
temperature values to the input vector
that used to train the network and
dividing the year in to four seasons),
can achieved by the neural network
in a very efficient way.
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Fig.(1) The peak loads data
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Fig.{4) The temperature values for
ihe south region
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Fig.(3) The temperature values for
the middle region
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Table (5) The testing results for
summer network.
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Tabie (6) The testing resulls for

autumn network.

Table {7) The final percentage error

for the four programs.

! seasons | Average percentage
] BITor
Winter 1.4
Spring 0.86
Simis mer 0.94
Autumn 0938
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