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Abstract

In this paper, right censored data of type Il related to the Gumbel distribution (maximum
extreme value distribution) of two parameters is considered. Estimation of the distribution
parameters are presented by two methods: maximum likelihood method and modified moment
method. Moments properties of the estimators such as bias, variance, skewness and kurtosis are
compared between two methods. We show that the estimators are unbiased, and its variances
converge to zero, which the estimators are consistent in modified moment method. Consistency of
the maximum likelihood and modified moment estimators are tabulated by using mean square error.
Confidence interval estimation for the distribution parameters based on the maximum likelihood
method and modified moment method are given by Monte Carlo simulation.
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Introduction

Recently there has been a great deal of
interest in the use of various types of
parametric models for the analysis of what is
variously referred to as lifetime, survival time
or failure time data that have as end point the
time until the failure occurs. The major areas
of application of such models appear in
medical studies of chronic diseases, in
industrial life testing, flood frequency analysis,
reliability analysis in engineering, financial
risk management, etc. [V][?]

In survival data investigation, it is quite
common to find some units have not failed
when the observation is terminated. There
failure times are therefore unknown but it is
known they exceed their survival times
measured at the end of investigation. Such
failure times are said to be right censored. This
censoring mechanism may occur due to the
need for early termination of the investigation
or removal of units from use before failure, or
failure of units may occur because of causes
unrelated to the application of the operating
conditions, etc., and where records of survival
times cannot subsequently be obtained. [V][%]

Censored data are said to have type |
censoring, if censored observation occur only
at specified values of the dependent variables,
for example, in life testing when all units are
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put on test at the same time, data are collected
and analyzed at a specific point in time. In this
type of censoring, the censoring values are
fixed and the number of censored observation
is random. V][Y][) *]

Censored data are said to have type I
censoring, if the number of censored
observation is specified and their censored
values are random. A hybrid censoring scheme
is a mixture of Type-l and Type-Il censoring
schemes. Progressive Type-1I hybrid censoring
is a mixture of progressive Type-1l and hybrid
censoring schemes. [V][Y][) ]

Some useful references to life data, model
representation and associated statistical
analyses are given by, Balakrishnan et al.
(Y++¢) '], discussed in classical framework,
the point and interval estimation for
parameters of the extreme value distribution
based on progressively Type-Il censored data.
Thompson et. al. (Y+Y)) [%], introduced a
distributional hypothesis test for left censored
Gumbel observations based on the probability
plot correlation coefficient. Salinas et. al.
(Y+YY) [1], considered goodness of fit tests for
the Gumbel distribution with type Il right
censored data. El Sherpieny et. al. (YY) [Y],
considered the estimation for the three
unknown parameters of the generalized
extreme value distribution under progressive



type-1l  censored, and obtained the
corresponding asymptotic variance covariance
matrix for the parameters and also asymptotic
confidence intervals for the parameters. Fard
and Holmaquist (Y+Y) [¥], investigated several
procedures for goodness-of-fit of the extreme
value distribution and the procedures make use
of recent available accurate approximations of
the means and variances of order statistics
from the standardized extreme value
distribution, and are either modifications in
estimation techniques of earlier proposed test
statistics or are newly introduced test statistics
based on the regression of the order statistics
on their means. Sheng (YY) [Y] has been
applied order-statistics-based inferences on
lifetime analysis and financial risk measurement.
He gives three problems, one of the problems
which are raised from fitting the Weibull
distribution to progressively censored and
accelerated life-test data, and gives a new
order-statistics-based inference is proposed for
both parameter and confidence interval
estimation. Wu et. al. (YY) [)+], proposed
the weighted moments estimators (WMEs) of
the location and scale parameters for the
extreme value distribution based on the
multiply type Il censored sample, and its
compared by using simulation mean squared
errors (MSEs) of best linear unbiased
estimator (BLUE) and exact MSEs of WMEs
to study the behavior of different estimation
methods, and that the results show the best
estimator among the WMEs and BLUE under
different combinations of censoring schemes.

In this paper, we use maximum likelihood
method and modified moment method to
estimate the parameters of Gumbel distribution
(maximum extreme value distribution) of right
censored data of type Il. We show that the
estimators are unbiased and its variances
converge to zero in modified moment method,
which the estimators are consistent. Finally,
the confidence interval estimation for the
parameters distribution based on maximum
likelihood method and modified moment
method were found.

Right Censored Data Related to Gumbel
Distribution of Type II

Let Xy, X v,..., X n represent the time to
failures of the n component and let Y, Yx, ...,
Yn represent their arrangement in ascending
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order of magnitude, then from order statistic
theory, the joint p.d.f. of r censored data of Y,

Yy, ..., Yr, (r <n) (Hogg and Graig ()2YA))
[£] is:
9y Yrn¥) = o iy £ [ = FO)I™™,

—o<Yyr<yr<..<yr<w®

Consider X has
distribution is

p.df. from Gumbel

)

f(x) Zée_(%)e_e_( ?
—o<o<o,Bf>",

where a is scale parameter and f is shape
parameter
and X has c.d.f. is

* , X = —0
_) 9 .
F(X)_ e_e ﬁ ’_w<x<w ............... ()
) X — 0

Now let Yy < Yr <... <Y/is the order statistic
of a r.v. of size r with p.d.f. and c.d.f. given
from egs. (Y) and (). Then using eq. (V), we
have

L=h(y), Yy, .. ¥

n! r )
—-e
(n-r)!

i=) ,8

- <T>l

_yr  (YE
(nli!r)!#e Zl=( g ) ~

i r— n-r
e—z‘{;\e_(y B a) <\ _ e—e_<¥)>

Estimation of parameters for Gumbel
distribution by Maximum Likelihood
Method

We shall use maximum likelihood method
for estimating the distribution parameters of a
and B, where the logarithmic likelihood
equation given by (%) is

n!

n(L) = In ((n—}) )= rinp - L, (yp%a) N
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Setting 20 = al;’ﬁ(L) =+ ata=a p=§,
we have
(Y e (579, )
%—EZL e v )4 r)i <irﬁ—a>> =
Bl )-e
................................ ™)
F 430 (45 -0 (459 7 4
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From eq.s (V) and (A), which are non linear
equations that there are no analytically
solution can be made for & and PB. So
approximation to @ and p could be obtained
by using Newton-Raphson. We could be
obtained on the second and mixed partial
derivatives of eqg.s (°) and (1) with respect to o
and B by the observe fisher information matrix

for maximum likelihood estimation (El
Sherpieny et. al. (Y+YY)) [Y], which is:
[ 9"In(L) 0"In(L)]
1 e daap |
@p=@H ~| 9'In(L) 9" In(L)
op aa. op'
=._[a
b c ~
B [ var(d) cov(q,p)
cov(d, E) var(ﬁ)
where
_ 9@ _ - = (u) N
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3" In(L) _
daap

v Z (yl C‘L) e_(yiﬁ

3" In(L) _
op aa

(n-r) (%)

to solve eq.s (V) and (A) by using Newton-

~()
Raphson, let (”(’) [3( )) be given initial
approximation.  If  @©®,p®) is  the
approximation solution of (6, B) at stage (s),
=), Y, Y, ..., then the approximation solution

at stage (s+")
b]_‘ (S)
fy (s)
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_b] f‘ (S)
a fY )|

_ a \ c
- B(s) " ac—b" [—b
where ac — b" # -.

The process is repeated until successive o
and P estimators agree to a specified tolerance
on an element by element basis.

Estimation of parameters for Gumbel
distribution by Modified Moment Method

We shall use modified moment method for
estimating the distribution parameters of o and
B. Let Y, is the first order statistic of r
censored data

g() = n = FoII™ f(y)
e_e_(ygu)> _ e_(y‘B_u)e_e_(y’B_a)

—o<a<o,—0ly <wo,B>"
To find E (Y»), we consider the m. g. f. of Y\

My, () = E () = [ e §(~ -
N ey (0

e_e(ﬁ) e_(ﬁ)e_e(ﬁ)dy}

Letz = y‘ 2, then B dz = dy;

MY\(t)—nf_ et () —

_—z\n—) 4
ee) e e ¢ dz

= ne®t fjooo(e—Z)—ﬁt(\ _ e_e—z)n

—)

eZe ¢ dz
Letw=e ¢ “anddw=e"¢ " e 2dz
My, () = ne*t [ (~lnw))Pt (-
w) dw
= nE=DPrert [ (nw)) B

O+ (=w)" dw
We know that

(@+b) =y ()b e then
My, (1 n(=)Ptert [ (n(w)P
Z( ) (—w)* dw
My, () =n (=) eZ( DGR
[ anw)) Pt w* dw
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From Advanced Calculus, we have

) _ _ I
[ (nw))*=" wh ™ dw = =S
n-—\
My, (020 (=)PF et > ("))
0=y =

x+HOBE) (=) OO+

=nI'()=pv e“tz ((xf\))((_\_—\ﬁ)j)
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+1In lzn_\(n;*) (—)*(x + \)(Bt— ) )l
o(t)=a—BY( —Bt)
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D () o )

E(Y))= <I>( )—a—B‘P( )
(=% @+ D In(x+)

ﬁZ
TR
_G—B‘P(‘)
Bzx_ )
Zn_ (n ’) (x-:-)‘x
) X2
But Zx_ ("

E(Y)=a- [3\1!(\)

gy ()5

From Moments method, Smail and Myrtene
(Y++2)[Ais
W=EX)=a-p¥)=at+yp=X

+

’ +x ln(x+’)

0%

0°)

where ¥(z) = % In (I'(z)) is known as

digamma function and W()) =—y = —+,°VVis
called Euler’s constant (Rand (Y24V) [°]).
Now, we apply the modified moment method
fromeq.s (Y ¢) and () °) by setting:

a+yp=XandE(Y) =Y, ata=a,p=
we have to :

A=
B,

a+y[3+n[32 (“‘)( P inCx + )
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Fromeq.s (! 7 and ('), we obtain ~ ngzn" (" )(\—B In(x+))
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B= e OA) ny () S e

izx:’\(n;‘) (x+)\ In(x+Y) + at+yB-(at+yp) :B (Y~)
A= X = VP oo (79 nzn: (nx’)(ﬂ)\ In(x+))

Now, we will show that the estimators @ Bias(B)=E@)-B=B—PB=" wcccccrrrrre (M)
and B are unbiased estimators for o and p )
respectively, and its variances converge to (B )=E
zero as follows: Z () S ey
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Fromeqg.s (Y+) and (YY), becomes

var ) =E@) - [E@) | =p —p" =

E@=EX-vyB=EX)-vE®

V4.

Fromeq.s (Y)) and (Y°), we have
The estimators & and p are unbiased
estimators for a and B respectively.

E@)=E(X-vB") _ "
=EX") = YYEX) E(B) +v" (E@)’



Y

a Y YnY
;+u —YyBu+yB

E(a)

Y

%+(a+vﬁ)*—*vﬁ(a+vﬁ)+v*BY

Y

= % +a

HME (') = o o (Y1)
From eq.s (Y¢) and (Y1), becomes

Var (@) =E (@') — [E @)]"

2o =0 = s (YY)
limm.s.e. (§) = Var (§) + (Bias (B)) = -
e (TA)
limm.s.e. (&) = Var (&) + (Bias (&))" = *
e (T9)

we conclusion that the estimators & and f are
consistent.

Confidence Interval Estimation for the
Parameters of Gumbel Distribution

In this section, we shall consider
confidence interval estimation for the

parameters o and B based on the maximum
likelihood method and modified moment
method.

If the exact percentiles of the distribution
of & and p were known, confidence intervals
with confidence coefficients equal to the
nominal confidence coefficients Y— A could be
found. The two—sides central Y++ (Y— 1) %
confidence intervals for o and B based on
maximum likelihood and modified moment
estimators would be given by

R o \/V . pu \/Y -
(a—z(’_%) (Z) , 0+ Z(y _hy (Z) ) and (B —
PEAVAREN oA\ /Y )
z(\_%) (Z) , B+Z(,_%) (;) ) respectively,
where 2k Yoo (Y=2) of
Y

standard normal distribution Since the exact
distribution of & and f are unknown, an
approximate confidence intervals may be
found using the percentile approximation
based on the maximum likelihood and
modified moment estimators. (Hogg and Graig
(VAYA) [£].

We take 4° % confidence interval for @
and B based on maximum likelihood and
modified moment estimators.

represents to
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Monte Carlo Results

In the Monte Carlo simulation, r censored
observations were taken with

r=2o0)+(Y) Y+ from the sample n = Y-
and the simulation run size ¢+ was used.

Table ()) gives the wvalues of bias,
variance, mean square error, Sskewness,
kurtosis and confidence intervals of the
modified moment estimators.

Table (Y) gives the values of bias and

variance of the maximum likelihood
estimators. The variances are obtained from
eq.s () and (V)).

Table (¥) gives the values of mean square
error and skewness of the maximum likelihood
estimators.

Table (£). gives the values of kurtosis and
confidence intervals of the maximum
likelihood estimators.
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Values of bias, variance, mean square error, skewness, kurtosis and confidence intervals for

Table (1)

modified moment estimators.
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Values of bias and variance for maximum likelihood estimators.
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Table (%)
Values of kurtosis and confidence intervals for maximum likelihood estimators.
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Conclusion

In this paper, we use maximum likelihood
method and modified moment method to
estimate the parameters of Gumbel (maximum
extreme value) distribution of right censored
data of type II. The bias, variance and mean
square error are decreasing rapidly as the
sample size of censored data increase in
maximum likelihood method. The values of
the practical variances of maximum likelihood
estimators are very close to the theoretical
values given by eg.s (?) and (V)), and the
difference approach to zero, as the confidence
limits of interval estimation become close to
the true value of the distribution parameters as
sample size increase. The skewness is
increasing in small sample to middle the
sample, and then decreasing in large sample,

(\,~Y'£Y\,\,~°°V

Y)

(_.,~ .'l%ﬂ,~,~\QYY)

whereas the kurtosis is increasing faster as
sample size increase.

While in modified moment method, the
estimators and other moments in all sample
size of censored data increase are same it
because the sample is no change in order the
sample of censored data increase according to
order statistic theory.

Adding to, we show that the estimators a
and B are unbiased estimators for o and P
respectively given by eq.s (Y+) and (Y¢), and
its variances converge to zero given by eq.s
(YY) and (YY), which the estimators & and  are
consistent. The estimators and other moments
in maximum likelihood method are very close
from modified moment method, but maximum
likelihood method is the best than modified
moment method. All this indicate that the

4y
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estimators distribution approach rapidly to
normal in two methods.
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