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Abstract: 

 - A new algorithm to classify gender based on autocorrelation is used, firstly the signal 

is interpolated (resample signal) to fill-in the gaps between the signal, and the signal is 

convolved to be Cross-Correlated (long signal for a shorter), so the gender is classified 

depending on pitch Cross-Correlation. Finally, the gender is classified to be male if the 

pitch value range between 85 Hz and 155 Hz, and the gender is female if the pitch value 

range between 165 Hz and 255 Hz.  

Key words: - digital audio, Pitch, Autocorrelation, Cross- Correlation and polynomial 

interpolation. 

 

:المستخلص   
 اقحامفي البداية يعمل . الارتباط الذاتيمتصنيف بين صوت الجنسين عمى أساس لخوارزمية جديدة  استخدامتم 

 convoluted) للاشارة تفاف ثم يتم عمل ال ،اتللاشارة )اعادة تشكيل الاشارة ( لملء الفراغات بين الاشار 
signal)  إلى اشارةCross-Correlated)تصنيف بين الجنسين اعتماداال تميواخيرا . لأقصر( طويمة ( )إشارة 

عمى انه صوت ذكر إذا كان النطاق  . ان الصوت يحدد(Cross-correlation) عبر مرتبطة الصوت حدة  عمى
حدة  اما تحديد صوت الأنثى يتم إذا كان النطاق في قيمة، هرتز 588هرتزو  58في قيمة حدة الصوت بين 

 .هرتز 588هرتزو  568الصوت بين 

1. Introduction 

Multi-media data-bases or file systems are capable of easily having thousands of 

audio records. Libraries like those are usually in efficiently indexed or named. Finding a 

specific file or class of audio (like the ringing of the doorbell, a laugh, or a dog barking) 

might become quite a difficult job. Therefore, the generalized audio classifying 

approach takes a significant part in multi-media content retrieving [1]. 

Audio signal classification (ASC) is made up of the extraction properties from a 

sound, and then these properties are used in the identification of which of a group of 

classes the audio file is mostly going to belong to. The extracting of properties and 

grouping methods that are implemented can be very different according to the 

application’s domain of classification [2]. 
 

2. Applications of Audio Signal Classification (A.S.C.) 

The applications of ASC are quite reaching and sufficient; several of those 

applications are in audio classification, data-base and auto-transcription. The 

applications have been classified into the following three areas: 
 

i. Computing Tools 

ASC can be implemented as front-end for some of already known computer 

applications to audio. Audio identification is more understand able application of 

the Audio Signal Classification, where signals are split into audios and after wards 

combined into words. Audio Signal Classification might be implemented for 

improvement on today’s audio identification methods in variety ways. Audio 

includes a bigger amount of data than only words, like for example; sentimental 



Journal of Baghdad College of Economic Sciences  Issue  No. 57 

 

 

4 

content, idioms and tightening. Prosody is the variation that occurs in the audios 

pitch and loudness, for instance, a heighting pitch at the end of a question, so 

developing of Audio signal classification system could be used to exploit the  and 

take benefit of prosody to create text notations automatically like punctuation and 

parentheses. 

 

ii. Consumer Electronics 

A big number of applications of ASC can be improved as market products. 

Government and industry that are monetizing the programs for ASC research. 

Embedded device in ASC applications includes: microchips such as cell phone, 

televisions and automobiles. An included ASC device in a cell phone could be used 

to notify the employer of the type of reacting signal when making a call. The 

included device could state the difference between a fax, and answering machine, a 

modem and human letter. Depending on the application, different replies would 

generate different activities from the included device, which could instruct the cell 

phone to hang up, redial, connect, wait, or navigate an automated cell phone menu. 

 

iii. Automatic parallelization 

    Parallelization is applying, in parallel, a bank of filters to audio signal. The signal 

is changed liable on the comparative expansion or reduction of the signal in each 

filter range, or channel. The projected result of this procedure is that, the signal is 

equalized to equality with higher perceptual than the original signal [2]. 
 

3. Gender Classifier 

Gender Classifier from speech, is a portion of auto-audio identification system for 

enhancing speaker’s adaptability and a portion of the system of auto-audio 

identification. The necessity for gender classification from speech emerges in a variety 

of cases like sorting phone calls according to gender; moreover, it’s a part of the in 

innovative audio passwords [3]. 

 

4. Polynomial Interpolation 
Polynomial Interpolation methods are used to estimate a massing function value via 

obtaining weighted mean of known function value of adjacent points. Up-

sampling is interpolation procedure, used for the digital signal processing and sample 

rate converting. When this procedure is applied on a series of samples of a continuous 

function or signal, it results in an approximation of the series which would’ve been 

extracted by sampling that signal at a bigger rate (or at higher density, like the case of a 

photograph). For instance, in case that a compact audio is up sampled using a factor of 

5/4, the obtained sample-rate rises from 44,100 Hz to 55,125 Hz [4]. 
 

5. Linear interpolation: 

Linear interpolation utilizes a line segment which passes through 2 distinct 

points:       and        and it's the same as the approximation of a function f for 

which           , and             by means of 1
st
degree polynomial interpolating. 

is         , and        The slop between 

https://en.wikipedia.org/wiki/Interpolation
https://en.wikipedia.org/wiki/Digital_signal_processing
https://en.wikipedia.org/wiki/Sample_rate_conversion
https://en.wikipedia.org/wiki/Sample_rate_conversion
https://en.wikipedia.org/wiki/Signal_(information_theory)
https://en.wikipedia.org/wiki/Hertz
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Every one of the terms of the right side of (1) involves a linear factor; therefore 

the summation is a polynomial which is of degree ≤1. 
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When     ,           and           .When,        ,         
  and            . 

In terms         and         in Ep. (2) called Lagrange coefficient of 

polynomial hazed on the nodes    and  . 

                 , and                  using this notation in Eq (4), can be 

written in summation  

                             …… (4) 

        ∑        

 

   

 

Suppose that the ordinates 

         

If       is uses to approximate     over intervals [     ]. 

 

6. Autocorrelation 

The study of signal processing systems was dominated via the term of convolution 

which is held usually between a signal and a filter, therefore it might be thought of as a 

system that has only one input and stored co-efficient. Correlation is typically between 

two signals, therefore it might be considered as a system has two inputs without stored 

coefficients. Autocorrelation is the Cross-Correlation of a signal with itself. In other 

words, it’s the similarity between observations as a function of the time lag between 

them. It’s a mathematical tool used to find redundant patterns, like the existence of 

periodic signal distorted by noise, or to identify the missing basic frequency in a signal 

implied by its harmonic frequency. It’s usually utilized in signal processing in order to 

analyze functions or groups of values [5]. 

 

7. Cross-Correlation 

The Cross-Correlation Function (CCF) between two signals performs description of 

the degree by which the two signals resemble (correlate) one to another. The auto 

correlation function (ACF) is identical to the CCF, except for the fact that ACF makes a 

correlation of a signal with itself. The idea of obtaining a quantitative measure of 

similarity between two signals is fundamentally the same as statistical correlation of two 
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random variables, except for the fact that it is not quantified explicitly by statistical 

measures like the covariance and standard deviations. Correlation, when referred to in a 

signal processing sense, is considered as direct comparison between the signals based 

on their actual values at different time instant, although it is definitely possible to 

interpret this operation in a statistical sense. Fundamentally, the comparison between 

any two signals or waveforms may be quantitatively based upon the amount of the 

component of one waveform contained in the other waveform [6]. 

 

8. Pitch Detection 

 The high or low audio being played by a musical tool or vocal is described by a Pitch. 

The pitch of audio relays on the frequency of the digital audio file; the frequency is 

measured in Hertz (Hz), with one vibration per second being equivalent to one hertz (1 

Hz). A high pitched of audio is produced by high frequency and low pitched note is 

produced by low frequency. 

For detecting pitches, the approach of Auto-Correlation appeared to be efficiently 

precise; it's utilized the Pitch for classifying genders (male or female). The gender is 

classified as male in the case where the value of the pitch is between 85 Hz and 155 Hz 

and it is classified as female when the value of the pitch ranges between 165 Hz and 255 

Hz [7, 8]. 

 

9. The Proposed Algorithm 

In this proposed algorithm the audio signal is passed through number of process to 

classify gender sound (male from female).The gender classification process is applied 

on CMU_ARCTIC   (Carnegie Mellon University) audio dataset with format Wave [9]. 

A figure 1 show the flow chart of gender classification process, the audio gender 

classification consists of the following steps: 

1. Input the original audio signal  

2. Interpolated the audio signal. 

3. Cross-Correlated the interpolated audio signal (convolved). 

4.  Autocorrelation audio signal process. 

5. Gender classification process based on Pitch value. 
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Figure 1: Flow chart of the proposed Gender audio classification 
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1. Input the original audio signal 

The first step in gender audio classification is selecting sample of audio signal; this 

signal is considered to be input signal as shown in the following figure. 

 

Figure 1: Sample of audio signal 

 

2. Polynomial Interpolation  
Lagrange polynomial interpolation is applied to increase sampling rate and re-full gaps 

between audio signals, this will help to predict the exact sound, so using Lagrange 

polynomial function made gaps between signal and sound processing filled. For 

example, when a word in voice consists of two sections such as "Salsabel", after apply 

Lagrange function on this word, the gaps between these two sections is filled and 

become a full section. Algorithm 1 illustrates the filling gaps between two sections of 

word by using Lagrange function; figure 2 shows the audio signal before and after 

filling gaps between words. 

 

Algorithm 1: filling gaps between two sections of word by using 

Lagrange function. 

Input:  Digital audio signal (wave).  

Output: Filling gaps between two sections of word. 

Step 1:Input digital audio signal 

Step 2 : Initialize variable Pz=0        // Initial value of polynomial  

Step 3:Set n to the number of samples contains pairs of points (x, y). 

Step 4:Set L to be the all ones vector of length n. 

Step5:Input signal of digital audio in buffer. 

                         // Polynomial interpolation (resample signal) 

Step 6: For i = 1 to n do… 

                For j =1to n do Step 5. 

                   If i   j then Li = (z –xj )/(xi –xj ) ∗ Li 

                    Pz = Li ∗Yi + P z 

                   output Pz     //Fill gaps between two signals 

                End For j  

              End For i 
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(a) Original audio signal. 

 
(b) Audio signal (polynomial interpolation). 

Figure 2: Audio signal before and after filling gaps between words 

3. Cross-Correlation Process (Convolution) 

Cross-Correlation is used to measure the similarity of two waveforms as a function 

of a time lag applied to one of them. Cross-Correlation coefficient function between the 

original and the center clipped signal is computed over the range of human pitch 

frequency (50 – 500 Hz). So in order to detect weather a digital audio is a male or 

female, long signal for a shorter is applied as a feature by using Cross-correlation. The 

Cross-Correlation at zero delay is computed for pitch frequency, Cross-correlation 

function is then searched for its maximum frequency value and the pitch delay is 

computed as the time delay between consecutive peaks. 
 

4. Autocorrelation Process 

Gender classification is mainly based on the pitch Cross-Correlation. 

Autocorrelation is used to extract the peak of audio signal. The gender is classified to be 

male if the pitch value range between 85 Hz and 155 Hz and the female if the pitch 

value range between 165 Hz and 255 Hz. Algorithm 2 the classify audio signal by using 

Autocorrelation. 
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Algorithm 2: Classify audio signal by using Autocorrelation. 

Input:   Digital audio signal after Lagrange interpolation signal (wave).  

Output: Classify audio signal in two classes (male or female). 

.after interpolation signal Input digital audio signal Step 1: 

Step2:  Input interpolated digital signal in buffer a( ) 

Step 3 : Input interpolated digital signal in buffer b( ) 

Step 4:    For I = 1 to n // Cross-correlation as convolution two signals. 

                   For  J = 1 to n 

                             a= array 1, b= array 2. 

double[] Xcorr(double[] a, double[] b)   

                              Int Len = a .length.                         

.(                             if(b. length > a. length                 

                                       Len = b. length.          

                                      Return Xcorr (a, b, len-1). 

                              End if. 

                        Next I.                                                                                     

Next J. 

Step5: Auto-correlation specific signals by using (pitch). 

// The autocorrelation value reflects the similarity between the frame s[n] 

and the time-shifted version s[n-l]  

n= [m–N+ 1 ,m]  

l is a positive integer representing a time lag. 

Step6: Pitch (m, N)// calculate the pitch of audio signal. 

                 Peak = 0. 

                           For t = 20 to 150  

                                      autoc= 0. 

                                For n= m – N  1 to m 

                                   autoc= autoc  s[n]s[n– l]. 

                                   if autoc> peak 

                                     Peak = autoc. 

                                      Lag= t. 

                                    End if.  

                                  Next n. 

                             Next t.  

Step5: Fx= the value of pitch specify the gender   //classify signal into  

                                                                                   (male or female).  

               If  Fx in [50..250] then audio signal is male 

                        If  Fx in [120..500] then audio signal is female 

                     Else  

"Audio signal could not recognize" 

                    End If   
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(a) Audio signal (polynomial interpolation). 

 
(b) Audio signal (Autocorrelation & Cross-correlation) 

 

Figure 3: Audio signal before and after (Autocorrelation & Cross-correlation) 

 

5. Gender classification process based on Pitch value. 

     The following table shows the gender classification of six speech samples, theses 

sample are with wave format with (one channel, 16000 sapling rate and 16 valid bits). 

Table 1 shows each of six samples with its number of frames; Mix-mum speech (Is the 

resulting frequency ratio). 

Table 2 shows the difference between (Original, Polynomial interpolation and Auto-

correlation) signals. 

 

Table 1: Explains the information to samples of waves. 

Sample of Wave Number of frame Mix-mum speech Gender classification 

Sample_1 58960 190.4 Female 

Sample_2 62160 197.5 Female  

Sample_3 59440 195.1 Female  

Sample_4 6400 141.5 Male  

Sample_5 80000 141.5 Male  

Sample_6 80000 133.3 Male  
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Table 2: Explains the difference between (Original, Polynomial  interpolation and 

Auto-correlation) 

 

Sample 

of Wave 
Original audio Polynomial interpolation Auto-correlation 

Sample_

0 

(female) 
   

Sample_

1 

(female) 

  
 

Sample_

2 

(female) 

   

Sample_

3 

(male) 

   

Sample_

4 

(male) 

   

Sample_

5 

(male) 
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10. Conclusion  
1- In this paper, a new algorithm   is applied on audio dataset with format Wave, 

the main idea of the classification is based on polynomial interpolation 

Autocorrelation and Cross-Correlation process and Pitch feature.  

2- Lagrange linear is used fill gaps between signals in the words when contain two 

sections and this helps in increasing of accuracy rate. 

3-  Autocorrelation and Cross-correlation process are used to estimate pitch 

features. Pitch feature could be considered as the main parameter which gender 

classification is depending on to reach optimality classification. 

 

11. Future Work 
1- The proposed algorithm can be used to recognize audio to determine to whom its 

belong   

2-  The proposed algorithm can be further modified for determining the classification 

for other audios format such as mp3 and in another environment such as cell 

phone.  

3-  The audio classifier could be used for other types of audio signal such as animal 

voices by analysis samples of audio data set and supplemented another features 

descriptors. 

4- Gender classification from audio could be applied on digital video after this media 

is prepared for further processing. 
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