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A B S T R A C T  

The widespread utilization of social media platforms such as Facebook, Twitter, and Instagram inside 
academic organizations has become fundamental for student correspondence and joint effort, yet it has 
simultaneously prompted an increase in cyberbullying incidents. Cyberbullying is embodied by offensive 
and harmful comments that sabotage the casualty's prosperity. This study plans to resolve this issue by 
fostering an extensive module to distinguish cases of cyberbullying inside Facebook groups of Mosul 
University students. Our methodology starts with the collection of data in the Arabic language, which is 
then exposed to careful manual handling to label comments and eliminate clamor-like copies and 
superfluous sections. The dataset, comprising 2,715 comments, goes through prehandling and element 
extraction via the term frequency-inverse document frequency (TF-IDF) strategy. Consequently, we 
utilize the logistic regression (LR) classifier to investigate and order the data. Our findings revealed that 
more than 21% of the comments dissected were brutal, a disturbing rate for a local area such as Mosul 
University. These outcomes highlight the critical requirements for intercession and the significance of 
observing student cooperation on social media. The dataset and experiences obtained from this study are 
important for psychologists and psychological direction experts to comprehend and relieve 
cyberbullying. This exploration not only highlights the prevalence of cyberbullying in academic settings 
but also provides a strong systemic structure for future examinations to expand, highlighting the basic 
role of AI in battling web harassment. 

 

1. INTRODUCTION 

Social media platforms are undergoing continuous evolution and garnering extensive acceptance among countless 

individuals worldwide daily. This extensive acceptance can be attributed to their capacity to facilitate interpersonal 

connections by eradicating geographical barriers among users and facilitating the instantaneous dissemination of information 

to a vast multitude of users [27]. Social media, a mode of computer-mediated communication, facilitates the connection of 

a considerable number of individuals residing in diverse locations. Those possessing the necessary technological tools and 

access to the internet have the opportunity to engage in social media and express their viewpoints [26]. 

The increasing utilization of social media on a global scale exposes a larger number of individuals to potential attacks from 

cybercriminals, who typically exploit their vulnerabilities and personal information. Cyberbullying, a type of cybercrime, 

entails intentionally insulting, threatening, embarrassing, or harassing individuals through internet-based applications on 

smartphones [35]. In other words, it involves using computers and the internet to damage people by spreading bullying, 

nasty, and harassing messages that diminish the victim's morale. The frequency at which digital criminal activity transpires 

leaves little room for successful human intervention without the occurrence of human error [29]. 

This particular manuscript focuses on the Arabic language because of its significant role in the cultural diversity of humanity. 

It is widely recognized as one of the most extensively used languages worldwide, with a user base exceeding 400 million 

individuals [28]. Nonetheless, there is a noticeable disparity in the amount of attention dedicated to Arabic natural language 

processing (NLP) compared with the efforts invested in the English language [36]. 

To construct an Arabic text classification framework, we want a marked corpus since we pick, in this paper, it for supervised 
learning. The greater the volume of this corpus is, the more productive the framework is. In the wake of picking the corpus, 

two primary stages must be performed, in particular, training and testing. The training stage incorporates partaking in the 
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corpus (80%), called the training set, and applies the classification cycle, which comprises, in turn, three substages: first, 

preprocessing that permits removing stop words, standardization, and so forth; then, at that point, highlight extraction that 

systematizes the Arabic message; and last, a machine learning calculation that is run on the training set to produce a machine 

learning model; the model addresses what was realized by the machine learning calculation. In the wake of training, the 

testing stage takes the excess piece of the corpus (20%), called the test set, and applies the classification cycle described 

above to look at the framework's presentation. 

In this work, we collected a new dataset from Facebook groups for Mosul University students via APIFY. APIFY is an 

online tool used to scrape data from public Facebook groups[38]. The collected dataset was then manually processed to 
reduce noise by deleting repeated and meaningless comments. Next, we asked a group of students to label all comments on 

the dataset. The dataset contained 2715 comments. 

The purpose of this proposal is to gather and analyse data on bullying, which will be utilized as input for a machine learning 

algorithm called logistic regression (LR), which offers multiple benefits, such as simplicity, efficiency, interpretable results, 

probability estimation, robustness, versatility, feature selection, and availability in various statistical software packages, 

thereby justifying its implementation in our proposal[39]. This dataset is relevant for psychologists and psychology guidance 

specialists interested in the field of psychology to observe patient behavior and analyse their cases. 

The remainder of this paper is structured as follows: some significant related work is reviewed in Section 2. Our model 

technique is described in Section 3, the results and model analysis are presented in Section 4, and the conclusions and next 

steps are discussed in Section 5. 

2. RELATED WORKS 

Recently, the issue of cyberbullying has received considerable attention, especially in the context of educational 

organizations. Various investigations have investigated the prevalence, effects, and alleviation methodologies related to 

cyberbullying. 

2.1 Classification techniques 

Sundus et al., 2019 [2] proposed a supervised feed-forward deep learning technique that uses term frequency and inverse 

document frequency (TF-IDF) for frequently occurring words in datasets. The experimental results demonstrated that, 

compared with logistic regression, deep learning models significantly improved classification efficiency and model-building 
time, showing great promise for Arabic text classification. 

Galal et al., 2019 [4] focused on classifying Arabic text by applying convolutional neural networks (CNNs). They introduced 

a novel algorithm called Gstem, which enhances the accuracy of the CNN model by adding extra Arabic letters and using 

word embedding space to group related words. 

Tarik Sabri et al. (2022) [9] conducted a study on five classification approaches, including support vector machine (SVM), 

decision tree (DT), and random forest (RF), utilizing two Arabic datasets. They implemented three feature vectorization 

approaches to convert text into numeric vectors, including word count, TF-IDF, and word embedding. 

2.2 Deep learning approaches 

Elnagar et al., 2020 [3] introduced large corpora, SANAD and NADiA, for Arabic text classification. They employed word-
to-vector embedding methods and reported that the attention-gated GRU was the most efficient model, particularly for the 

SANAD corpus. 

Alhawarat et al., 2020 [5] used a multicore CNN framework combined with n-gram methods for Arabic news document 

classification. This approach, known as the Superior Arabic Text Categorization Deep Model (SATCDM), demonstrated 

substantial improvements in accuracy. 

Gwad et al., 2020 [6] utilized Arabic user comments on Twitter and reported that applying LSTM in recurrent neural 

networks (RNNs) ensured high accuracy and efficiency, outperforming traditional pattern recognition techniques. 

Fati et al. (2023) [11] compared several deep learning techniques on a well-known Twitter dataset. Their attention-based 

deep learning models, combined with word-to-vector concatenation and CBOW, effectively recognized offensive tweets. 

2.3 Cyberbullying detection 

Balakrishnan et al. [8] proposed an approach for detecting cyberbullying by analysing the psychological traits of Twitter 

users, such as emotion and sentiment, via the Big Five and Dark Triad approaches. They achieved better detection rates by 

combining sentiment and personality categories. 

Aliyu et al., 2020 [10] developed a theoretical framework for predicting instances of cyberbullying within Facebook posts 

via naive Bayes and text mining. Their method effectively identified bullying-related content through various metrics, 

including confusion matrices and accuracy scores. 
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Bozyiğit et al., 2021 [12] assessed the impact of eight different artificial neural network (ANN) algorithms for detecting 

cyberbullying in the Turkish language. Their study achieved a high F1-measure score, surpassing the effectiveness of current 

machine learning classifiers. 

Fortunatus et al., 2020 [24] identified cyberbullying on social media platforms by combining textual characteristics with a 

lexicon-enhanced rule-based approach, focusing specifically on Facebook comments. 

2.4 Sentiment Analysis 

El Rifai et al. (2022) [19] introduced a method to automatically assign tags to news articles via large datasets from Arabic 

news portals. Their ensemble model incorporated ten shallow learning classifiers, improving accuracy in classifying single-

label and multilabel datasets. 

Badawi et al. (2023) developed a Twitter sentiment analysis system using the Light Gradient Boosting Machine (LightGBM) 

and Apache Spark environments. Their system applied an attention-based bidirectional gated recurrent unit (Bi-GRU) 

CapsNet model to classify sentiment in tweets, achieving superior performance. 

Gwad et al., 2020 [25] suggested classifying sentiment in Arabic tweets via long short-term memory (LSTM), a type of 

RNN, leveraging the unique morphological structure of the Arabic language to increase analysis accuracy. 

Seyala & Alanezi, 2021 [37] highlighted the impact of social media on user interaction, especially on platforms such as 

Facebook. By using data visualization and clustering algorithms, studies have identified user behavior patterns, aiding 

targeted advertising, managing inappropriate content, and helping users, particularly youth, better manage their social media 
time. 

3. METHODOLOGY 

This section outlines the framework and dataset used to detect bullying on the Facebook platform. Text mining is a 

knowledge acquisition method that involves several required steps to uncover invisible information. These procedures are 

illustrated in Figure 1. 

 

 

Fig. 1. Proposed Architecture. 

 

3.1 Pseudocode 

The following pseudocode represents the main steps in preparing the dataset, training the model, and using it to detect 

cyberbullying comments: 
START 

1. Load raw data from the Facebook comment dataset. 
2. Preprocessing Data: 
   a. Remove duplicates and irrelevant text. 
   b. Convert emojis to text sentiment (e.g., smiley -> "happy"). 
   c. Tokenize each comment into individual words. 
   d. Perform stemming to reduce words to their root form. 
   e. Remove stop words (common Arabic words). 
   f. Normalize text (standardize character variations). 
   g. Convert text into numerical representation using TF-IDF. 

3. Label Data: 
   a. Assign labels (1 for bullying, 0 for nonbullying) on the basis of manual classification. 

4. Split Data: 
a. Data are split into training (80%) and testing (20%) sets. 

5. Training Model: 
   a. Initialize the logistic regression model. 

b. Train the model via the training set with TF-IDF features and labels. 
6. Evaluating Model: 
   a. Use the test set to predict labels for each comment. 

b. Calculating evaluation metrics (accuracy, precision, recall, F1 score). 
7. Predict New Comments: 
   a. Preprocess new comment text following the steps above. 

b. The trained model is used to predict whether a comment is bullying or nonbullying. 
   c. Output the prediction. 

END 
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3.2 Data collection 

To acquire unprocessed information from Facebook, it is necessary to utilize an application programming interface (API). 

This API, known as the Facebook graph API, facilitates the collection of raw and unstructured data. Access to this application 

programming interface (API) necessitates an active Facebook account as well as a token for authentication, which provides 

permission to utilize the Facebook APIs. The Facebook Graph API facilitates interaction with the social graph, an extensive 

data structure that represents social connections, consisting of nodes and the relationships between them. A program named 
APIFY was used to extract data from the Facebook Graph API. Using the Facebook page IDs of different pages, the textual 

data were gathered from public posts and comments. A total of more than 2720 (after manual processing) data entries were 

gathered from two separate Facebook groups and subsequently utilized to enhance the accuracy and efficiency of predictive 

analysis. 

The selection of Facebook groups for students at Mosul University was based on the type of debate that was taking place 

and the content of the posts and comments. This type of data shows the emotional agitation that users express in their posts 

or in the communiqués that these users provide, making it more effective in interpreting the acts of malevolent online actors. 

The retrieved data were then converted to a CSV format and stored in a dataset. 

3.3 Manual processing and validation 

The collection of data consists of unprocessed information that often includes repeated and meaningless data, which can 

negatively impact the accuracy of our classification results. Consequently, manual processing is necessary. To utilize 

supervised machine learning, our data must be labelled correctly, requiring the assistance of university students for this task. 

We used some students from the university for this purpose and validated the labelling. We dedicated fourteen days to 

gathering more than five thousand comments from three distinct public communities, comprising students from Mosul 

University. Following a meticulous manual analysis of these data, as shown in Figure 2, our results yielded a total of 2720 

comments, which were duly classified by students and confirmed by our team. Among these comments, 2137 were identified 

as normal comments, constituting approximately 78.6% of our dataset. Conversely, 583 comments were categorized as 

bullying, accounting for the remaining 21.4%. 
 

 

Fig. 2. Comments collected per day during two weeks after publishing 

3.4 Data analysis 

We analysed the dataset for our research, focusing on two distinct groups affiliated with the University of Mosul. The initial 

group consisted of undergraduate students from the College of Computer Science and Mathematics (CSUgS), whereas the 

second group consisted of graduate students from the same college (CSGS). After processing and labelling the CSUgS 

dataset, we obtained a total of 1700 comments, of which 364 comments (21.4%) were identified as instances of bullying, 

whereas 1336 comments (78.6%) were classified as normal. Similarly, from the CSGS dataset, we collected 1020 comments, 

among which 51 comments (5%) were classified as bullying and 969 comments (95%) were categorized as normal (see Fig 

3). These comments focused on various post topics, as shown in Figure 4, including the following: 

• Announcements related to academic information and vocabulary. 

• Expressions of opinions on social issues and events. 

• Governmental instructions and decisions pertaining to students. 

• Local and global political matters. 

• Discussing current public issues. 

• In addition, there are other miscellaneous topics. 
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Fig. 3. Comments Distribution By Group 

 

 

Fig. 4. Comment Labels depended on Past Categories 

3.5 Data Preprocessing 

Text preprocessing is a pivotal and indispensable stage in the examination of textual data. It encompasses a meticulous 

purification and arrangement of the text to facilitate its classification. The data, which are stored in a Comma-Separated 

Values (.CSV) configuration, undergo preprocessing via Python 3 on the PyCharm platform. The fundamental hypothesis 

behind the appropriate preprocessing of the data is to alleviate any superfluous components within the text, thus augmenting 

the overall effectiveness of the classification model and expediting the classification procedure. Consequently, this 

contributes to the efficient execution of real-time sentiment analysis. Notably, data derived from Facebook are typically 

characterized by incompleteness, noise, and inconsistency. Incomplete data regularly consists of errors and anomalies, in 

addition to missing values for determined attributes [30]. The primary procedure is as follows: 
1- Tokenization: the operation of dividing texts into single words is known as tokenization. This operation includes 

eliminating unnecessary blank spaces and punctuation marks. Tokenization is executed by analysing the sentences and 

outputting a compilation of tokens. These tokens turn into the initial input for subsequent algorithms [30]. The primary aim 

of tokenization lies in the recognition of words within a sentence [31]. 

2- Stemming: This operation involves making a word's various forms uniform [31]. It deletes all the affixes (suffixes, 

prefixes, infixes, and circumfixes). The theorem behind stemming is that words with the same root can be uniformed by 

using stems. 

3- Stop word removal: The aim of deleting stop words is to eradicate unwanted words that are not meaningful information 

or specify the topic of the document being operated. Furthermore, stemming and lemmatization depend on grouping group 

words that are related in terms of their morphology and semantics [34]. 

4- Normalization: This operation works on the conversion of a group of words into a more standardized sequence, which 

removes punctuation and unifies all different alphabet shapes into a single form, such as ("ه", "ة") substituted by (" ه") and 

 It very well may be seen as the system of changing over text into a solitary typical .("ا ") substituted by ("ا", "أ", "آ", "اَ", "ا  ")

structure that it might not have had beforehand. It is used in the cleaning of text created by clients with the end goal of 

examination and forecasting [33]. Although not invariably imperative, it holds significant value owing to the nature of the 

information we aim to obtain. 

5- Transfer emojis to words: Emoji sentiment is one of the most important pieces of content within comments on social 

media, so ignoring it affects the accuracy of classification. The dataset utilized in this study consists of Arabic emojis, as 
documented in the Arabic emoji dataset. This dataset encompasses over 1500 emojis exhibited in the Arabic language. These 

emojis are categorized into sentiments such as love, neutral face, smile face, and sad face. For our classification purposes, 

we solely require these specific categories, thus eliminating other categories. In addition, the Unicode representation and 

grouping of the emojis, including arrows, geometric shapes, emotions, animals, and symbols such as "<3", "♥," and '❤,’ as 

well as the sequence "\(, " \[, “and ":),” are provided. Furthermore, the overall sentiment of each emoji is determined and 
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presented in a ranking. Consequently, these emojis are transformed into suitable words and integrated into the comments for 

classification. 

6- Remove all non-Arabic Alphabet: In the preprocessing stage before selection, the features ensure that only Arabic 

Alphabet text remains. Therefore, all non-Arabic alphabets, such as English, French, and Chinese, and digits and any other 

symbols should be deleted. 

7- Feature Selection: The matrix that represents the relationships between documents and terms is known as the document-

term matrix. The rows of this matrix correspond to the documents, whereas the columns represent the terms. These terms, 

which can also be referred to as features, serve as unique identifiers for each document. During this particular step, features 
that are deemed irrelevant for data mining are eliminated. This process offers several benefits, including a reduction in the 

size of the dataset, fewer computations, and a minimized search space. When employing a feature selection technique, it is 

assumed that the data containing irrelevant and redundant features is crucial. These features do not contribute any additional 

or pertinent information to the document. 

3.6 Data Preprocessing 

This is the phase in which the data are structured and the appropriate technique for the data mining task is selected. Message 

change makes it conceivable to transform documents into a vector space document model portrayal that might be utilized in 

the following stage, or it can make them into a bag of words. Every term that appears in the document is typically given a 

numerical value via the vector space model. Moreover, the vector space model allows for the representation of vector space 
documents as variables with numerical values, indicating the significance of words within the documents. A collection of 

documents is transformed into vectors in the vector space model. A vector di, where di = (W1,i,W2,i...,Wn,i), can be utilized 

to address document i. Wj,i is the heaviness of word j in document i, and n is the quantity of words utilized for vectorization. 

In the TF-IDF scheme (term frequency-inverse document frequency), weight wj,i = tfj I × idfj, where tfj i is the recurrence 

of word j in document i. 

 

Fig. 5. Sample of Dataset features 

3.7 Classification Method 

The objective of the text classification system is to forecast the category or class of a recently introduced text. The process 

of text classification involves three primary stages: training, testing, and prediction. The Arabic text classification process 

begins by examining a labelled entire dataset. This dataset is divided into two subsets: the training set and the test set. The 
training set comprises 80% of the dataset, and the test set comprises more than 20% of the dataset (see Figures 5 and 6). The 

two sets choose their inputs randomly by adjusting their classifications. While the training set is utilized to become familiar 

with the models, the test set is utilized to assess the classifiers by processing their accuracies. 

During the training stage, the texts go through a preprocessing step where numbers, stop words, punctuation, and non-Arabic 

words are removed and trailed via tokenization and normalization. The resulting feature matrix, which represents the input 

of an ML algorithm, consists of terms (words) and becomes a machine learning model after running the algorithm, thus 

forming a classifier. 

Logistic regression (LR) is a predictive model that estimates an output value through the utilization of input values, similar 

to linear regression. Nonetheless, unlike linear regression, logistic regression produces binary or dichotomous output values. 

The Scikit-learn API [22] provides an implementation for two forms of logistic regression, explicitly regularized logistic 

regression (logistic regression) and logistic regression furnished with coordinated help for cross-validation (Logistic 

Regression CV). This is an anticipatory model, which is a statistical methodology employed for the purpose of classification. 

Despite the inclusion of the term 'regression' in the classifier's name, it is employed to generate discrete binary results. 
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3.8 Dataset Description 

This dataset consists of Facebook comments in Arabic from groups associated with Mosul University students. These 

comments were manually labelled to identify instances of cyberbullying. 

• Dataset features 

The names of features and the description for each one are shown in table I. 

 
TABLE I.  DESCRIPTION OF DATASET FEATURES 

Feature Description 

Comment Text The main text content of each comment, written in Arabic. 

Label A binary label indicating if the comment is a bullying comment (1) or a normal comment (0).  

Emoji Sentiment Each comment’s emojis are converted into sentiment categories (love, neutral, smile, sad) and included as words for the 

classification process. 

Tokenization Comments are broken down into individual words (tokens) for analysis. 

Stemming Words are reduced to their base or root form (e.g., removing suffixes or prefixes) to normalize variations of the same word. 

Stop Word Removal Commonly used Arabic stop words (e.g., "and," "the") are removed to reduce noise in the data. 

Normalization Arabic characters are standardized (e.g., different forms of "أ," "ا,", etc., are unified) to reduce text complexity and enhance 

classification performance. 

TF-IDF 

Vectorization 

Term Frequency-Inverse Document Frequency (TF-IDF) is used to represent words numerically based on their importance 

across the comments. 

Sentiment Analysis Each comment’s sentiment is analysed using both text and emoji content to help classify it as bullying or nonbullying.  

 

• Dataset size and training/test split 

The dataset contains 2,715 comments. It is divided into a training set and a test set, with 80% of the data allocated for training 

and 20% allocated for testing. The table II captures the size and split ratio, providing an organized view of the dataset 

distribution used for the cyberbullying classification model. 

TABLE II.  DATASET SIZE AND TRAINING/TEST SPLIT 

Dataset Split Count Percentage 

Total Comments 2,715 100% 

Training Set 2,172 80% 

Test Set 543 20% 

 

4. EXPERIMENTAL ANALYSIS AND RESULTS 

We maintain the conviction that the utilization of normalization on the assembled text is not an indispensable measure, 

notwithstanding the reality that most research undertakings in Arabic NLP tasks do execute normalization. The dataset 

includes an ample number of instances to appropriately portray the Arabic character set. Importantly, in specific instances, 

the normalization procedure may modify the significance of specific terms. Normalization is a widely embraced practice 

within the realm of Arabic computational linguistics. Its purpose revolves around the standardization of specific Arabic 

characters' orthography. More specifically, it entails the unification of alif forms [ ، إ ، آا ، أ   ] into [ا ], hamza forms (and yaa, 

ة] into ([ه ] ؤ، ء ] into [ء ] ,haa/taa marbootah [ه،   The primary objective of this .[ ى] into [ ى، ي] and alif maqsura ,[ئ، 

normalization process is to reduce the scope of the vocabulary. Nonetheless, this procedure can potentially lead to the loss 

of certain significant attributes, as the meaning of certain words may undergo alterations following normalization. To 

illustrate, the term " فأر" (denoting "mouse") is altered to "فار" (meaning "escaped") postnormalization. Similarly, the word 

 after normalization. The aforementioned shifts in ("conveying "hatred) "كره " is transformed into ("signifying "football) "كرة "

meaning can potentially result in the exclusion of pivotal features. Furthermore, given the large corpus utilized in this study, 

there is no need for this preprocessing step. The results indicate that the absence of text normalization does not significantly 

impede the representation of non-normalized words. 
The dataset is split into two subsets: 80% for training and 20% for testing. Applying the logistic regression (LR) classifier 

as the main classifier of the model of cyberbullying detection. 

Evaluating the performance of the model was performed by implementing different evaluation metrics, which are [34]: 

1- Accuracy score: The concept of accuracy refers to the degree of proximity between the measured value and the specific 

actual value of a given set. It can be mathematically represented by the following equation [34]: 

Accuracy = TP + TN/TP + FN + TN + FP                                                              (1) 

2- Precision: On the other hand, precision pertains to the level of closeness among the measured quantities within the set. It 

is concerned with the proportion of retrieved items that are relevant to the classification results. The precision can be 

calculated via the following formula: 

Precision = TP/TP + FP                                                                               (2) 
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3- Recall: also known as sensitivity in the context of information retrieval, it describes the fraction of successfully retrieved 

items that are relevant to the posted query. It can be expressed as: 

Recall = TP/TP + FN                                                                              (3) 

4- The F-measure is known as the F1 score and is a metric that is used to evaluate the accuracy of a test. It takes into account 

both precision and recall. The F1 score is obtained from the harmonic mean of precision and recall and is calculated via the 

following formula: 

F1 = 2 * TP/(2 * TP + FP + FN)                                                                     (4) 

5- Confusion matrix: A confusion matrix serves as a tabular representation employed for evaluating the efficacy of a 

classification algorithm. This matrix effectively illustrates and consolidates the outcomes of the classification algorithm. The 

outcome of classification is categorized into four separate groups. 

Confusion matrix = [ [ [ TP    FN ] [FP    TN ] ]                                                    (5) 

where true positive (TP) represents several correctly detected data, such as bullying; true negative (TN) represents many 

correctly detected data, such as normal text; false positive (FP) represents several falsely detected data, such as bullying; and 

false negative (FN) represents some falsely detected data, such as normal text. The outcomes of these metrics for our model 

are shown in Table III. 

 

 

Fig. 6. Entire, Train, and Test Datasets 

Figure 7 (a) Line graph showing the frequency of cyberbullying incidents over time. The graph shows a general upward 

trend in the frequency of cyberbullying incidents over the study period. Despite some fluctuations, the overall trend indicates 

an increase in cyberbullying incidents as the months progress. Figure 7 (b) shows the pie diagram illustrating the distribution 

of comment types. 

TABLE III.  EVALUATION METRIC VALUES OF OUR MODEL 

Evaluation 

metrics value of 

our model. 

Accuracy Score is 0.84 

Confusion Matrix 

[[ 24    78] 

 [11     431]] 

Precision Recall F1-Score Support 

0 0.69 0.24 0.35 102 

1 0.85 0.98 0.80 442 

Accuracy   0.84 544 

Macro Avg 0.77 0.61 0.63 544 

Weighted Avg 0.82 0.84 0.80 544 

 

The table IV will present the parameters used in the cyberbullying detection analysis, covering the data preprocessing and 

model training phases. 

TABLE IV.  EVALUATION METRIC VALUES OF OUR MODEL 

Parameter Description Value 

Text Preprocessing 
  

Tokenization Splits comments into individual words (tokens) Applied 

Stemming Reduces words to their root forms Applied 

Stop Word Removal Removes common Arabic stop words Applied 

Normalization Standardizes Arabic characters Applied 
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Emoji Sentiment Conversion Converts emojis to text sentiment categories Applied 

Non-Arabic Character Removal Removes non-Arabic characters, symbols, and numbers Applied 

Feature Extraction 
  

Vectorization Technique Text vectorization using TF-IDF TF-IDF 

Maximum Features Maximum number of features used for TF-IDF 5000 

Data Splitting 
  

Train/Test Split Ratio Proportion of data split for training and testing 80%/20% 

Model Configuration 
  

Algorithm Classification algorithm used for cyberbullying detection Logistic Regression 

Regularization Regularization method used in Logistic Regression L2 (Ridge) 

Solver Algorithm used to optimize the Logistic Regression model lbfgs 

Evaluation Metrics 
  

Accuracy Overall correctness of model predictions Calculated 

Precision Correctness of positive (bullying) predictions Calculated 

Recall Sensitivity for true positive (bullying) detection Calculated 

F1 Score Harmonic mean of Precision and Recall Calculated 

Confusion Matrix Breakdown of TP, TN, FP, FN Calculated 

Hyperparameters for Optimization Used to potentially improve model performance 
 

Learning Rate Step size in optimization algorithm Default for solver 

Max Iterations Maximum number of iterations for convergence 100 

 

 

Fig. 7. The Results (a) Frequency of Cyberbullying Incidents Over Time, (b) The distribution of comment types 

 

5. EXPERIMENTAL ANALYSIS AND RESULTS 

While the study provides valuable insights into detecting cyberbullying among Mosul University students, several 

limitations should be considered: 

A. Dataset limitations 

• Sample size: The dataset comprises 2,715 comments, which may not fully represent the entire population or 

diverse types of cyberbullying encountered on other platforms or in different contexts. This limited dataset may 

affect the model’s generalizability to other academic or nonacademic environments. 

• Language-Specific Bias: The dataset is specific to Arabic text from a particular region and culture. Consequently, 
the model may not be generalizable to other languages or cultural contexts where cyberbullying might present 

differently. 

B. Manual Labelling Constraints 

• Subjectivity in Labelling: The labelling process relies on manual categorization by students, which can introduce 

subjective bias, particularly for ambiguous comments. This may impact the accuracy of the model and limit its 

ability to generalize. 

• Reliability of Human Annotation: Since human annotators labelled the dataset, there may be inconsistencies or 

errors in identifying subtle instances of cyberbullying, especially if annotators interpreted certain terms differently.  

C. Algorithm Selection: 

• Model Simplicity: Logistic regression was chosen because of its interpretability and efficiency. However, it may 

not capture complex relationships as well as advanced deep learning techniques, which could improve 

classification accuracy but require larger datasets and more computational resources. 

D. Feature Extraction Limitations: 

• TF-IDF Limitations: While TF-IDF is effective for capturing term frequency, it may not account for the semantic 

meaning of words or contextual nuances, which are important in detecting sarcasm, humor, or implicit 

cyberbullying. 
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• Lack of Deep Semantic Understanding: The approach used does not incorporate advanced NLP techniques, 

such as word embeddings or transformers, which could increase model accuracy by capturing deeper semantic 

relationships. 

E. Temporal Constraints: 

• Static Dataset: This study is based on a static dataset collected at a specific time. The cyberbullying language 

and patterns evolve, so the model may not remain effective without regular retraining with updated data. 

6. CONCLUSION AND FUTURE WORK 

This study highlights the prevalence of cyberbullying among Mosul University students by analysing comments from 

university-affiliated Facebook groups. Through preprocessing, feature extraction with TF-IDF, and classification via 

logistic regression, the model achieved an accuracy of 84% in detecting bullying comments. This outcome underscores the 

potential of machine learning as a valuable tool in monitoring and mitigating cyberbullying in educational settings. The 

insights gained from this research are not only beneficial for social media administrators but also provide actionable data 

for psychologists and university staff working to improve student well-being. 

Despite its contributions, the study has certain limitations, such as the dataset size, language specificity, and reliance on 

simpler classification techniques. These constraints suggest several areas for future research: 

A. Expanding Dataset Size and Diversity: Future work should involve gathering larger and more diverse datasets, 

ideally from multiple universities, and including comments in various languages. This would help improve the 
model’s generalizability across different cultural and linguistic contexts. 

B. Exploring Advanced NLP Techniques: Incorporating deep learning models such as convolutional neural 

networks (CNNs) or transformer-based models (e.g., BERT) could improve the model’s ability to capture complex 

language patterns, sarcasm, and implicit bullying, which are harder to detect with traditional methods. 

C. Dynamic Model Updating: Since cyberbullying language and tactics evolve, future models could incorporate 

real-time data updates and periodic retraining to maintain accuracy as new data emerge. This would help the model 

adapt to changing patterns in cyberbullying behavior. 

D. Sentiment and Contextual Analysis: Future studies could integrate advanced sentiment and contextual analysis, 

such as word embeddings or contextualized word representations, to better understand the emotional tone and 

implicit meaning of comments. 

E. Multiplatform Analysis: Cyberbullying behaviors vary across platforms (e.g., Facebook, Twitter, Instagram). 

Expanding the research to multiple social media platforms would provide a more comprehensive understanding 

of online harassment. 

F. Real-time cyberbullying detection system: An extension of this work could be the development of an automated, 

real-time detection system for identifying and flagging cyberbullying in educational or social media contexts, 

enabling quicker intervention and support. 
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