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Abstract

In this study, the quality of TGRIS River is studied at the intake of Al-Rashediya Water Station using neural network
analysis. 14 measured parameters of water quality, daily periods for 11 years (2013-2023), monthly mean averaged
were studied which are: K*, Na*, T.S.S, T.D.S, SO4%, Cl', Mg?*, Ca2+, T.H, Alk., E.C, pH, Turb, and Temp., from
which WQI was calculated. In this study, a sophisticated artificial neural network (ANN) model. to predict water
quality (WQIw). Neural network fitting app. is applied using multi-layer feed- forward neural network with back
propagation algorithm. The data were randomly divided into three phases, training (70%), validation (15%), and
testing (15%). Efficiency statistics were used to evaluate the model prediction abilities. The results showed that the
model performed well with high predicting ability for the water quality index (WQI), and the model performed best
with accuracy (R .9921, and MSE 221.7468) at the testing phase, which will help to enhance the WQ using cheap and
valuable method. The Predicted WQI mathematical model is estimated by the equation:

Output WQI=0.99target WQI+1.1, which can be used for the becoming years.
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Introduction

Water quality affects life for its direct impact on human
health. salinity, urban and domestic wastewater entrance
into surface streams, agricultural drainage, geological
structures, ground water usage, and a wide range of
chemical compounds throughputs [1],[2]. Different
methods and approaches to investigate and predict the
quality of water are used. Also, the majority of water
software such as SWAT, QUAL2K MIKE-11, QGIS,
SAGA GIS, HEC-RAS, iRIC, PRMS, SPSS, MATLAB,
and Python, are used as tools to assess the quality of
streams.

Applying artificial neural network analysis in water quality
modeling and prediction are very useful methods for
understanding and analyzing the process of different
phenomena. It is also helpful in generating past
observations for predicting the future values based on the
past memory. The use of soft computing techniques such
as ANN and ANFIS is applied in modelling the
relationship between the dependent and independent
variables [3],[4]. ANN is a modelling approach based on
the brain's neural structure; they are generally used to
model and optimize a complex process. [5],[6],[7]. Thus, it
analyses complex variables to form deterministic equations

[8].

Deep learning is an important component of data science,
which also includes statistics and predictive modelling. It
assists researchers who are tasked with collecting,
analyzing, and interpreting large datasets [9]. Deep
learning neural networks, which include artificial neural
networks (ANNSs), recurrent neural networks, and
convolutional neural networks, have been used in the
predictive modelling of water quality parameters
[10L,[11],[12],[13]. Moreover, other data-intelligent
models like linear regression, multiple linear regression
(MLR), support vector machines, amongst others, have
also been utilized globally to predict various water quality
parameters. The application of deep learning and data-
intelligent models has significantly reduced the cost of
monitoring and assessment of water quality. Studies
conducted include the prediction of pH in water (Egbueri
& Agbasi, 2022b; Huang et al.,, 2019; Son et al., 2021;
Stackelberg et al., 2020), prediction of TDS in water
[14],[15],[16],[17], prediction of TH in water [18],[19],
prediction of anions in water [20], prediction of cations in
water [21],[22], prediction of metals in water
[23],[24],[25], and prediction of water quality
[26],[27],[28],ANN is a powerful tool designed to mimic
the neural functions of the human nervous system [29]. As
a result, ANN has the ability to learn a dataset, and its
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learning ability aids in simulating complex nonlinear
[301,[31],[32],[33], making it possible to produce meaning
out of a dataset in a short period of time. The general
structure of the ANN consists of an input layer, a hidden
layer, and an output layer, each with numerous neurons
[34]. ANN has been shown to be effective in the prediction
of water quality parameters in many regions of the world
[14],[35],[36]. This tool has also been undoubtedly
valuable in studies related to other disciplines.

The objective of this study is predicting by using artificial
neural network analysis (ANN modelling) for the
becoming years (after2023) to provide information on the
physicochemical characteristics of Tigris River water
quality within Al-Rashediya station in Baghdad city, and
the impacts of unregulated waste discharge on the quality
of the river as well as to discuss its suitability for human
consumption based on predicted and forecasted water
quality index values (WQI),where a large data matrix,
obtained during 11-years (2013-2023) monitoring
program, is subjected to (ANN modeling analysis

technique).

Water Quality Index Application and
Formulation

In the formulation of WQI, the importance of various
parameters depends on the intended use of water, and its
suitability for human consumption. The standard
permissible values of various parameters for the drinking
water used in this study are those recommended by the
Iraqi drinking water standards (Drinking-Water Standard
IQS: 417,2001), and by the (World Health Organization
WHO, 2004).

For calculating the Water Quality Index, a set of fourteen
water quality parameters have been collected from Al-
Rashediya station. The full calculations for the actual
overall Water Quality Index (WQI) were calculated using
the Weighted Arithmetic Index method which were given
elsewhere [37].

The data used to calibrate and validate the ANN analysis

were collected from Baghdad Water Governorate. In Al-
Rashediya station, data were collected from raw water
(river water near intakes of the water treatment plant).
MATLAB (2022b), SPSS© v.26, and Microsoft Office
Excel© 2021, software packages were used to
implement all the mathematical and ANN analyses.
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Applied Artificial Neural Network Model
(ANN analysis)

ANN is a mathematical programming model that mimics
the functioning process of the human brain. An ANN
method can perform brain processes, decide, arrive at a
solution in the absence of sufficient data using current
knowledge, absorb continuous data input, learn, and
remember. The capability of a neural network to model
complicated nonlinear relation sans making prior
assumptions about the nature of the relation is its greatest
advantage [38]. An ANN is comprised of multiple nodes
that represent neurons. The independent variables are
represented by the input nodes, while the dependent
variables are represented by the output nodes [39]. The
main purpose of the learning procedure is to identify the
best set of weights that can give the best output for the
given inputs. The network output is compared to the target
answer to calculate the error [40]. Different structures can
be found in neural networks. Feed forward and recurrent
networks can be distinguished in principle. Only forward-
directed information flows from the input nodes through
hidden nodes to the output nodes in feed forward networks.
There are links in recurrent networks where information
can travel forwards and backwards through network node
connections. Feedback networks are another name for the
recurrent networks [Mijwel and Alsaadi, 2019]. Back
Propagation Algorithm (BP) Back propagation (BP) is the
most common and widely applied learning algorithm over
all neural network models among the various learning
existing algorithms. This algorithm is employed in
supervised learning [41]. The primary training concept of
BP is founded on gradient descent algorithm, which
modifies weights to reduce Mean Square Error (MSE) [43].
The BP algorithm is divided in two phases: forward and
backward phase. In the forward phase, the network input
data is propagated to the following level and so
forth. The network error is calculated after that.
In the backward phase, the network error is
propagated backwards, and the weights are
adjusted accordingly [44]. As illustrated in
Figure 1, the network structure is consisting of
ten layers, each of which has n neurons. The
number of input variables determines the number
of neurons in the first layer (input layer). This
layer takes the input from external world and
transfers them without any alteration to the

hidden layer. Since they are only indirectly related

to the outside environment, intermediate layers are usually
known as hidden. The individual values are summed
together and transmitted to the output layer by the output
layer activation function. If the output is acceptable up to a
particular level of error, it is permitted; otherwise, it is
returned to the input layer for more updating of the weights
and biases. It is worth noting that there is no link among
nodes within the same layer. This cycle will continue until
all of the limitations have been met [45].

Forward Propagation

Input Layer
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C

Input Layer

Hidden Layer

Backward Propagation

Figure 1 Multi- layer feed- forward neural network
with BP algorithm.

Back Propagation Algorithm (BP)

Back propagation (BP) is the most common and widely
applied learning algorithm over all neural network models
among the various learning existing algorithms. This
algorithm is employed in supervised learning [42]. The
primary training concept of BP is founded on gradient
descent algorithm, which modifies weights to reduce Mean
Square Error (MSE) [43]. The BP algorithm is divided in
two phases: forward and backward phase. In the forward
phase, the network input data is propagated to the
following level and so forth. The network error is
calculated after that. In the backward phase, the network
error is propagated backwards, and the weights are
adjusted accordingly [44]. As illustrated in Figure 2, the
network structure is consisting of three layers, each of
which has n neurons. The number of input variables
determines the number of neurons in the first layer (input
layer). This layer takes the input from external world and
transfers them without any alteration to the hidden layer.
Since they are only indirectly related to the outside
environment, intermediate layers are usually known as
hidden. The individual values are summed together and
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transmitted to the output layer by the output layer
activation function. If the output is acceptable up to a
particular level of error, it is permitted; otherwise, it is
returned to the input layer for more updating of the weights
and biases. It is worth noting that there is no link among
nodes within the same layer. This cycle will continue until
all of the limitations have been met [45].

Performance criteria

The models were evaluated using Mean squared error
(MSE) and Correlation Coefficient (R), as follows [46]:

1% ,
MSE = Z(T,. - 0)
=

_ SL(-T)(0-0)
({2 - T2 5300 - 072)

R

where: N is number of data, T'is the target value,
O is the output value of the network, T is
the mean value of target data, and O is the
mean value of network output.

Methodology

The data obtained from the Al-Rashediya station observed
daily for years (2013-2023), which were transferred to an
average monthly data, and their descriptive statistics will
be presented.

The Neural Net Fitting app will be used to create, visualize,
and train a two-layer feed-forward network to solve data
fitting problems.

The procedure for the model is based on the following
series of steps including to:

e Import data from file, to  the
MATLAB® workspace.

e Split data into training, validation, and test
sets.

e  Define and train a neural network.

e Evaluate network performance using mean
squared error and regression analysis.

e  Analyze results using visualization plots, such
as regression fit or histogram of errors.

e Generate MATLAB scripts to reproduce
results and customize the training process.

e Generate functions suitable for deployment
with MATLAB  Compiler™ and MATLAB
Coder™ tools, and export to Simulink® for
use with Simulink Coder.

To define the fitting (regression) problem for

the toolbox, a set of 14 input vectors (predictors) as
columns in a matrix were set, which are the input variables
K*, Na*, T.S.S, T.D.S, SO4%*, Cl-, Mg?*, Ca**, T.H, Alk.,
E.C, pH, Turb, and Temp. (predictors). Then, the response,
WQI (the correct output for each of the input vectors) is set
into a second matrix vector, which are saved in the EXCEL
sheets. These data sets were imported to MATLAB
workspace.

To train the shallow neural network to fit the data using
the Neural Net Fitting app, using nftool is opened, and
Information about the imported data appears in the Model
Summary.

the data were Split into training, validation, and test sets,
Keeping the default settings. The data is split into:70% for
training,15% to validate that the network is generalizing
and to stop training before overfitting,15% to
independently test the network generalization.

The network created is a two-layer feedforward network
with a Sigmoid transfer function in the hidden layer and a
linear transfer function in the output layer. The Layer
size value defines the number of hidden neurons. Keeping
the default layer size, 10. The network architecture is
shown below Figure 2. The network plot updates to reflect
the input data. In this research, the data has 14 inputs
(features) and one output.
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Figure 2 network architecture

Training with Levenberg-Marquardt (trainlm) is
recommended for most problems. Training continues
until one of the stopping criteria is met. In this research,
training continues until the validation error increases
consecutively for seven iterations ("Met validation
criterion").

To analyze the results, The Model Summary contains
information about the training algorithm and the training
results for each data set.

For further analyses the results can be done by generating
plots. The regression plot displays the network predictions
(output WQI) with respect to responses (target variables
(K*, Na*, T.S.S, T.D.S, SO4%, CI, Mg?*, Ca?*, T.H, Alk,,
E.C, pH, Turb, and Temp.) for the training, validation, and
test sets.

For a perfect fit, the data should fall along a 45-degree line,
where the network outputs are equal to the responses. For
more accurate results, the network can be retrained by
training again. Each training will have different initial
weights and biases of the network, and can produce an
improved network after retraining.

To obtain additional verification of network performance,
the error histogram can be viewed.

To increase the network performance the following steps
can be performed: Training the network again, increasing
the number of hidden neurons, and using a larger training
data set. If performance on the training set is good but the
test set performance is poor, this could indicate the model
is overfitting. Reducing the number of neurons can reduce
the overfitting.

For additional test data to evaluate the network.
The Model Summary displays the additional test results
and generate plots to analyze the additional test data
results.

Trained network can be exported to the workspace or
Simulink®. Also deploy the network with MATLAB
Compiler™ tools and other MATLAB code generation
tools.

Analysis and results

Descriptive Statistics & Line Charts

Table 1, presents the descriptive statistics for WQI. the data
for each index consist of 132 months over a span of years
(2013-2023). Figure3, illustrates the line chart where WQI
is plotted against time. The line chart and the descriptive
statistics show that the mean and variance are

changing over time, i.e., they are non-stationary.

Modeling the WQI

The WQI variable was modeled by means of ANNs using
14 variables (K*, Na*, T.S.S, T.D.S, SO4%, CI,, Mg?*, Ca**,
T.H, Alk., E.C, pH, Turb, and Temp.) as input variables. In
order to find the optimal number of nodes in the hidden
layer, many ANN models were created and evaluated.

The effectiveness of the ANN models was assessed
utilizing the coefficient of correlation

Tablel The Descriptive Statistics for Input Variables
and Calculated WQ|.

Maximu Std
N Range Minimum m Mean Deviation ~ Variance Kurtosis
Std Statisti  Std

Statistic Statistic _Statistic _ Statistic _ Statistic  Ermor Statistic Statistic c Error
K1 132 175 1.05 280 19767 .03049 35027 123 266 419
Na.1 132 3500  27.00 6200 43.8648 54221 6.22955 38.807 343 419
TSS1 132 269.50 850 278.00 526248 3.04998 3504165 1227.917 1503 419
TDS1 132 339.00 311.00 650.00 436.3580 520017  59.74537  3569.510 410 419
S04.1 132 153.00 76.00 22900 136.2516 2.66818  30.65501 939.730 -208 419
Cl1 132 4925 31.00 8025 54.8010 85000 9.76575 95.370 197 419
Mg.1 132 26.00 2000 4600 26.7534 37579 431749 18641 2670 419
Cat 132 3850 5050  89.00 67.6145 65302 7.50265 56.290 052 419
THA1 132 151.00 22000 371.00 278.1411 250583  28.78983 828.854 -029 419
Ak 1 132 47.33 13000 177.33 1516411 74853 859991 73.958 497 419
ECA1 132 667.00 27400 941.00 6957411 898417 10322031 10654.432 1.319 419
PH.1 132 1.50 7.00 850 7.9187 02783 31978 102 154 419
Turb.1 132 202.69 931 21200 39.1412 258030  29.64535 878.847 1195 419
Temp.1 132 2630 1370 4000 249683 50147 576142 33194 -822 419
wal 132 81084  59.00 869.84 180.0114 103486 118.89651 14136381 1171 419

Valid N 132
(listwise)



Al-Farabi Journal of Engineering Sciences Volume (3), Issue (1) October (2024)

1000.00
— s00.00 |
o S00.00
= 400.00
200.00
= = = = = =
“ear

Fig.3 Line chart for WQI with time.

(R) and the mean squared error (MSE), as shown by the
model summery in Figure 4.
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Figured4. Training ANN Results.

From the executed ANN modeling, the best training results
were obtained for the network with ten neurons, after 13
iterations. The ANN performance was validated with MSE.
The best validation result was exhibited by the network’s
seventh iteration Figure 5. In general, the error

Best Validation Performance is 134.603 at epoch 7

Train
alidation

Mean Squared Error (mse)

6
13 Epochs

Figure 5. The best validation performance is
134.603 at epoch 7.

was found to decrease over successive training periods, but
it is likely that it would start to increase in the validation
dataset in the case when the network began to overfit the
training data. The training was designed to stop after
eleventh consecutive increases in the validation error (or
no decrease), and the best results were obtained from the
iteration with the lowest validation error.

In figure 6, the pace of the error decrease (gradient) for a
particular iteration of the validation set depending on the
number of consecutive increases of the MSE for this set,
and the momentum (Mu). With seven consecutive
increases of the MSE validation error, the learning process
of the network is being stopped.

Gradient = 396.0259, at epoch 13

Mu = 1, at epoch 13

Validation Checks = 6, at epoch 13

%

gradient
g 3

2

mu

13 Epochs

Figure 6. Gradient, Mu, and Validation
Checks at epoch 13.

In the training stage, the predicted values histogram error
is shown in Figure 7. Metrics such as the error
histogram may be used to identify discrepancies between
the expected and observation values. These error numbers
might be negative, since they indicate how the prediction
values differ from the training target values. An error of
the model is 0.0005.
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Figure7. Error Histogram With 20 Bins.

Figure 8, shows the regression statistics for the

particular subsets, where the regression value (R) for
training data is 0.9977, for validation data—0.9943, and
the test data—0.9490, thus, in each case R > 0.95, which is
typical of a good fit of the network. The overall regression
coefficient was 0.99212 from the regression plot, which
confirms the high degree of overlap between the
measurement points and the fit line with the ideal Y = T
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prediction line. It demonstrates that there is a perfect match
between the observed values and the prediction values of
water quality.

Figure8. Regression Statistics of the ANN.

Also, to evaluate the network performance on an additional
test set. The Model Summary displays the additional test
results, and generate plots to analyze the additional test data
results as shown in Figures 9,10, and 11. Results show MSE
is 221.4761, R is 0.99212, and error 0.0005, which are
acceptable.
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Figure9. Regression Plot and Model Summery for
Additional Test.
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Figure 10. Test Regression Plot for Additional test.
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Additional Test.

Discussion

In the paper, an attempt was made to prove that the ANN
model is an efficient tool for predicting the water quality,
which can be employed for planning integrated water
protection  systems, while implementing  good
environmental management practices

The ANN method is much easier to apply an existing ANN

model that uses raw data without the need for additional
recalculation, which reduces the cost of water quality
monitoring, and of network quality indicators R=0.9921,
MSE=67.2103, 134.5030, and 978.4576 for the training,
testing and validating set, respectively., and ten neurons in
the hidden layer as the best performer, and with set division
of , training (70%), validation (15%), testing (15%),and
using the Neural Network Fitting app, and the Levenberg—
Marquardt algorithm for training.

Some of the advantages using ANN models are, in cases of
data deficiency, due to the unavailability, difficulty or
high-cost expense of obtaining the actual figures, and
allowing for the reconstruction of missing data, reducing
costs and saving time for otherwise necessary analyses,
which can be a strong economic factor in scientific
researches, and should encourage authorities, and water
quality management bodies to invest in the use of ANN
modeling.

The advantage of using the ANN model proposed in this
paper is the easy assessment of surface water pollution
levels; in addition, it enables the avoidance of lengthy
calculations involved in prevalent conventional WQI.

In future works, other machine learning methods for
surface water quality assessment will be attempted to
effectively forecast water quality, including: Multilayer
preceptor (MLP), and Radial Basis Function (RBF). The
results obtained using these methods will be compared and
their impact on prediction quality will be investigated.
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