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REVIEW

Review of Current Trends in Information Technology
Concerning Phonetic Similarity

Zaid R. Mohammed *>", Ahmed H. Aliwy b

? Faculty of Medical Sciences, Jabir ibn Hayyan University for Medical and Pharmaceutical Sciences, Najaf, Iraq
® Department of Computer Science, Faculty of Computer Science and Mathematics, University of Kufa, Najaf, Iraq

Abstract

With the increasing availability of textual information in various languages via the Internet in homes and companies
through Internet and intranet services, there is an urgent need for the technologies and tools necessary to process this
information, phonetic representation, and voice interaction. For example voice to voice machine translation need to
phonetic mapping and similarity among the languages especially for names and foreign words. This one example of the
importance of phonetic mapping and similarity. This article aims to describe, in detail, the recent surge in interest and
advancements in phonetic similarity (PS), phonetic representation, and phonetic mapping researches. PS and phonetic
representation are a fundamental elements in information technology, supporting applications such as search engines,
speech recognition and voice to voice MT systems. The importance of PS is demonstrated, the main characteristics of
phonetic processing are highlighted, and the standardization aspects in converting text to phonetic representation are
clarified. The current study presented a survey of previous studies for a period of time (2000/2024). By utilizing advanced
Al algorithms and diverse linguistic datasets, new avenues for comprehending the dynamics and alterations of extinct
languages over time, as well as, their pronunciation mechanisms, can be explored. This change presents a breakthrough
in language learning and cross-cultural communication in addition to being a technical advancement. Additionally,
various linguistic resources and approaches used in the PS field are explained. Also, the features of common tools are
described, and standard evaluation metrics are illustrated. The article also reviews the current state of art for PS research
and converting text to phonetic representation. Finally, we present our analysis and conclusions. Disseminating these
findings is crucial for scholars focused on phonetic similarity and its related methodologies.

Keywords: Phonetic similarity, Phonetic representation, Text to speech, Artifitial intelligence

1. Introduction
interpret the diversity and adaptability of human

he language, acting as the building block of

human communication, takes on so many
forms across the world. As starting point, the first
used language was sign language and then it was
developed to be spoken language and hence it was
recorded as written symbols. Recently, all these
forms are used but in vey different percentage. For
example deaf persons use the sign language to
communicate with another person [1]. Besides
traditional ones, in the era of digital technologies,
digital language emerged. Every language has its
unique characteristics, power, and limitations to

communication [2].

In spoken language, phonetics is a subfield of
linguistics that is concerned with the physical nature
of speech sounds. It takes into account the study of
how sounds emanate from the human mouth
through the air and how these are received by
humans to make meaning of the auditory cues.
Phonetic analysis is the process of analyzing spoken
language and breaking it down into its constituent
segments, called phonemes, and studying the
articulatory processes that entail their production.
Learning and understanding phonetic features
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allows a linguist to obtain knowledge in cross-
linguistic comparability, which will enable them to
discover patterns within sound variation and
change. One of the most important components of
this natural language processing is phonetic simi-
larity, which has been causing more advancement in
this field along with other recent advancements in
varied programs of natural language processing,
recognition of speech, and analysis of data [3]. This
make extracting phonetic similarity among different
languagesas an important task for understanding of
linguistic elements to be used in many applications.
Many researchers try to use many techniques with
diffrerent test languages for doing this task. This
study overviews how researchers used information
technology while researching phonetic similarity,
considering its applications, challenges, and pros-
pects for the domain [4].

2. Phonetic similarity survey objective

A survey of phonetic similarity implies an analysis
in which methods and techniques of measurement
and analysis of the likeness between speech sounds
or words in their pronunciation are considered in
detail. In this work, a total of 108 different papers
regarding phonetic similarity were read and
analyzed. Additionally, it discusses the problems
involved in phonetic similarity, the way linguistic
variability in languages, dialects, or any other type of
speech affects it, as well as the computational
complexity of the analysis for large datasets. In short,
a survey of phonetic similarity can turn out to be
helpful in many ways, such as knowing about the
state-of-the-art techniques or about future directions
that would foster and bring speech processing and
communication to the next level. Table 1 shows the
distribution of papers according to the year of pub-
lication of the paper. Table 2 shows the distribution
of papers according to the application of phonetic
similarity mentioned in section 2. Table 3 shows the
distribution of papers according to the number of
natural languages adopted in the research, where
Multi Languages refer to that paper using more than
two languages, Bi Languages refer to that paper
using two languages and others refer to languages
appear at less once or twice such as (Italian, Thai,
Indonesian, Kurdish, Turkish, and Urdu). The dis-
tribution of research articles that used different

Table 1. Show the papers according to years.

No Years Papers
1 Before 2010 21
2 2010—2020 42
3 After 2020 45

Table 2. Show the papers according the phonetic similarity application.

No Application Papers
1 Cognate detection 30

2 G2pP 22

3 ASR 22

4 NER 6

5 Spelling Correction 8

6 Transliteration 18

7 All Applications 2

Table 3. Show the papers according to the number of languages.

No Language Papers
1 Multi Languages 56

2 Bi Languages 14

3 Arabic 19

4 English 11

5 Persian 2

6 Others 6

datasets varies due to the diversity of the data
employed. Some researchers utilized specialized
databases containing audio files and phonetic rep-
resentations of letters, particularly in applications
like Spelling Correction and similar programs.
Conversely, another set of researchers depended on
specialized dictionaries for phonetic transcription of
words, utilizing them to train models that capable of
pronouncing words across different languages as in
G2P and Transliteration applications. Among the
notable dictionaries is the CMU dictionary [5].

3. Application and tasks of phonetic similarity

One area of natural language processing is pho-
netic similarity, which has multiple applications as it
cuts across many scientific domains therefor it is
used in wide area of applications across advances in
artificial intelligence (AI), natural language pro-
cessing (NLP), and modern speech identification
and processing techniques. It also comes from the
amazing developments progress that have been
made in all areas of information technology, from
algorithms to processing large amounts of data
quickly and efficiently to using cloud computing
and big data processing [6]. Because of this, pro-
cessing and analyzing phonetic data has grown
simpler, and features that may be applied to a va-
riety of language applications have been extracted
[7,8]. The following are some important applications
and tasks of using phonetic similarity:

1- Cognate detection: is a key task in computa-
tional linguistics aimed for identifying words in
different languages that share a common origin
and meaning. Cognates are words that have
evolved from a common ancestral word and
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retained similar phonetic and semantic prop-
erties across languages.

Text-to-Speech (TTS) is a disruptive technology
wherein the written words are spoken out. In
the recent past, it has developed at a great rate
of improvement in terms of more intelligible
speech, and the speech output is more human-
like. The Grapheme to Phonem (G2P) is the core
component for any TTS synthesis process as it
produces more natural speech corresponding to
the input of written text. This process plays an
important part in converting the written text
into its corresponding phonetic representation.
Spelling correction forms one of the most basic
steps in natural language processing; it is the
detection and automatic correction of all those
words that are most likely to have been mis-
spelled in written text. Mostly, the misspellings
emanate from typographical errors, phonetic
ambiguity, and even dialectal variations.
Automatic speech recognition (ASR) is one of
the most revolutionary technologies that has
been developed, allowing machines to convert
spoken language into written text, thus allow-
ing humans to interact with computers
naturally.

Multilingual named entity recognition (NER) is
a critical problem in natural language process-
ing that identifies and classifies named entities,
such as names of people, organizations,
locations, dates, and so forth, in different

languages. This task can be done using pho-
netic similarity for the same name in different
languages.

6- Transliteration or Language transliteration is a
process in which a written text in one writing
system is converted into another, generally
maintaining the pronunciation and other pho-
netic values of the original word langauge. It is
found to be more useful in obtaining exact re-
sults in proper names, names, and loanwords
for languages with different writing systems.

4. Phonetic transcription notations

Phonetic transcription, also called Phonetic nota-
tion, is a written symbols that represent speech
sound. There are many phonetic transcriptions such
as; International Phonetic Alphabet (IPA), SAMPA
(Speech Assessment Methods Phonetic Alphabet),
X-SAMPA (Extended SAMPA), ARPAbet, Hanyu
Pinyin, Jyutping (Yale romanization of Cantonese),
Hangul Phonetic Alphabet (South Korea and North
Korea) and many others. The most used phonetic
transcription is the International Phonetic Alphabet
(IPA), Fig. 1 shows this phonetic transcription, as it
ca n be seen it provides a unique symbol for each
distinct sound (phoneme) in human languages.

5. Available software

There are many available programs, software and
systems that are used in phonetics processing which

International Phonetic Alphabet (IPA)

Consonants (pulmonic)

mtanalnl fa'netik 'zlfa bet

Biabial 0 Dental | Alveolar i Retrofilex| Palatal | Velar | Uvular | Pharyngeal | Glottal
dental alveolar
Posve  Ip b t d t dic 1|k g|lqc ?
Nasal m n:' n rL Jl 1:] N
Tl B T R
Tap or fiap A\ Iy L
Fiave |h B|f v|O O)s z|[ 3|s z|lc i|xy|x¥|h ¢ |hh
Lateral
fricative ‘} 13
Approximant D) b _[ _] u_{
Lateral
approximant 1 ]. & L

Fig. 1. International Phonetic Alphabet (IPA) phonetic transcription.
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are tailored to various linguistic and computational
needs. These programs serve a vital role in fields
such as linguistics, speech pathology, natural lan-
guage processing, and computational linguistics.
They are enabling the users to analyze, transcribe,
and manipulate phonetic data with precision and
efficiency. Table 4 shows some of these softwares
with little descriptions. Beside these system there
are many libraries the can be used for phonetic
processing such as fuzzy, Phonetics and Epitran in
Python, Natural and Fuzzy-Phonetics in JavaScript
and many others.

The CJKI Arabic Romanization System, known as
CARS, is a novel phonemic transcription method
primarily designed to facilitate learning and assist
linguists in examining the phonological aspects of
Modern Standard Arabic (MSA). Its key attribute
lies in its enhanced readability, making it particu-
larly user-friendly for both learners and researchers
alike [9].

Bakar et al. [10], showed an encoding within a
Malay language corpus that written in Jawi script to
ensure consistency and standardization of the
corpora by employing the Buckwalter transliteration
method to align similar characters.

Toma et al. [11], introduced a novel open access
resource, the machine-readable phonetic dictionary
for Romanian - MaRePhoR. It contains over 70,000
word entries, and their manually performed pho-
netic transcription.

Uroman is a tool for converting text in myriads
of languages and scripts such as Chinese, Arabic
and Cyrillic into a common Latin-script represen-
tation [12].

Epitran is a massively multilingual G2P system.
To maximize its usefulness, it is written in Python

Table 4. The available software in phonetic similarity.

and distributed as open source software, it supports
61 languages [13].

WikiPron, an open-source command-line tool
designed for extracting pronunciation data from
Wiktionary, a collaborative online dictionary avail-
able in multiple languages. Initially, it outlines the
design and functionality of WikiPron before delving
into the challenges encountered while scaling the
tool to automatically generate a database com-
prising huge amount of pronunciations across 165
languages [14].

6. The available datasets

The construction of a dataset for phonetic simi-
larity is a meticulous process that often blending
expertise from linguistics, data science, and ma-
chine learning. Such a dataset typically can be used
in different research field spanning varius linguistic
domains, including phonetics, phonology, and
speech processing. We list her some of the freely
available dataset where Table 5 shows the summary.

e LEXiTRON-Pro [15] is a machine-readable pro-
nunciation guide for Thai. It's crucial for Thai
language processing, like speech recognition.
Based on the International Phonetic Alphabet
(IPA), it includes 21 single initial consonants, 17
cluster consonants, 24 vowels, and 5 tones as
specified by NECTEC.

e PanPhon was developed by [16]. It has phono-
logical features, which make using the extensive
PanPhon database, produces superior outcomes
compared to character-based models.

e CogNet was presented by [17], an extensive lex-
ical database designed to offer cognates—words
sharing common origins and meanings—across

No Developer software Language Application

1 9] CJKI Arabic Transliteration
2 [10] Buckwalter transliterator Malay Transliteration
3 [11] MaRePhoR Romanian Transliteration
4 [12] Uroman Multi Languages Transliteration
5 [13] Epitran multi Languages G2p

6 [14] Wikipron Multi Languages Cognate

Table 5. Different dataset for multiple languages that are freely available.

No. Dataset Developer Language Application/Task
3 LEXiTRON-Pro [15] Thai ASR

4 PanPhon [16] Multi Languages Transliteration

1 CogNet [17] Multi Languages Cognate

5 Openslr [18] Multi Languages Cognate

2 CogNet [19] Multi Languages Cognate

6 MohAli Dataset [20] Arabic-English Transliteration
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various languages. Currently, the database en-
compasses 3.1 million pairs of cognates spanning
338 languages and utilizing 35 distinct writing
systems.

e The Multilingual LibriSpeech (MLS) dataset,
presented by [18], offers a substantial resource
for speech studies, drawn from audiobooks on
LibriVox. It encompasses 8 languages, with
approximately 445K hours in English and a
combined total of around 6K hours across the
other languages.

e CogNet (enhanced) is an enhanced version of
CogNet by [19]. It is vast database of sense-
tagged cognates—words sharing a common
origin and meaning across different languages.
CogNet is dynamic, with ongoing updates; it
currently comprises more than 8 million cognate
pairs across 338 languages and 35 writing sys-
tems, with future releases underway.

e MohAli dataset was developed by [20] in the
form (English Word, English Phonetic, equiva-
lent Arabic Word, and Arabic Phonetic). It was
used in a semi-automated framework designed
for generating a multilingual phonetic English-
Arabic corpus, specifically tailored for applica-
tion in multilingual phonetically and semantic
similarity tasks.

7. Phonetic embedding

Phonetic embedding is a transformative concept
in phonetic processing, revolutionizing the way we
understand and analyze speech sounds. At its core,
phonetic embedding involves converting phonetic
representations, such as phonemes or acoustic fea-
tures, into high-dimensional vectors. These vectors
capture the nuanced relationships between speech
sounds, effectively encoding their phonetic proper-
ties in a continuous space. Researchers leverage
these embeddings to tackle various tasks, from
speech recognition and synthesis to accent identifi-
cation and language modeling and it captures the
subtle phonetic characteristics and similarities be-
tween sounds. Some of the Phonetic embedding
works will be showed in this section.

Artetxe et al. [21], demonstrated that each
embedding model encompasses more information
than initially evident. Through a linear trans-
formation that modifies the similarity ranking of the
model without relying on external resources, it can
be customized to yield improved outcomes in
various aspects. This offers a fresh insight into how
embeddings encode diverse linguistic information.
They used STS Benchmark dataset for Multi Lan-
guages and applied for NER task.

El-Geish [22] proposed the learning of encoders
capable of mapping variable-length sequences,
either acoustic or phonetic, representing words, into
fixed-dimensional vectors within a common latent
space. This enables the distance between two word
vectors to reflect the similarity in their sounds. He
used Librispeech dataset for Multi Languages and
applied for ASR system.

Feng and Wang [23], explored the integration of a
Word2vec model with an attention-based end-to-
end speech recognition model. The study outlines
the development of a phoneme recognition system
utilizing the Listen, Attend, and Spell model. They
used TIMIT dataset for Multi Languages and
applied for ASR system.

Kanojia et al. [24], explored the identification of
cognate word pairs across ten Indian languages
alongside Hindi, employing deep learning tech-
niques to ascertain their cognate status. The study
investigates the utilization of Indo Wordnet as a
promising tool for detecting such pairs through
orthographic similarity-based approaches. They
used Parallel Corpora based dataset for Multi Lan-
guages and applied for Cognate task.

Sharma et al. [25], introduced an innovative
approach to computing phonetic similarity among
words, inspired by human perception of sounds.
This method is utilized to develop a continuous
vector embedding space, which clusters words with
similar sounds together. They used CMU dataset for
Multi Languages and applied for Cognate task.

Zouhar et al. [7], introduced several innovative
approaches that utilize articulatory characteristics to
construct phonetically informed word embeddings.
It also introduces a collection of phonetic word
embeddings to promote their community develop-
ment, assessment, and utilization. Despite the exis-
tence of various methods for acquiring phonetic
word embeddings, there remains inconsistency in
evaluating their efficacy. They used CMU dataset
for Multi Languages and applied for All Tasks.

8. Techniques of producing phonetic
representation

Phonetic representation technique is the tech-
nique that used to converte the written text (graph-
emes) or spoken sounds into phonetic transcripts
(symbols) as a pronunciation of these words. There
are various techniques used to produce phonetic
representations, each with its own methods and
applications. In this section, a list of works for pro-
ducing phonetic transcripts will explore.

Altinok [26], described the architecture and imple-
mentation of a rule-based grapheme-to-phoneme
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converter for Turkish. They used TRmorph dataset
for Turkish and applied for G2P task.

El-Imam [2], presented algorithms to implement
the rules and the assessments of the output of
converting Arabic text into sounds. They used Umm
Alqura list dataset for Arabic and applied for G2P
task.

Harrat et al. [27], presented approach to build a
G2P converter for Algiers dialect. This approach is
rule based; it gives perfect results for Arabic words
and French words phonologically altered. They used
Algiers dialect corpus for Arabic and applied for
G2P Task.

Nehar [28],tried to suggest methods for pairing
Arabic personal names. The initial method relies on
aligning strings and phonetic transcription,
employing tailored scoring functions to gauge sim-
ilarity. The second method employs machine
learning techniques to develop an appropriate
model for this task. They used Author's names
dataset for Arabic and applied for NER Task.

Bisani and Ney [29]presented a novel estimation
algorithm known for its remarkable accuracy across
various databases. It explores the impact of
maximum approximation during training and tran-
scription, the relationship between model size pa-
rameters, n-best list generation, confidence metrics,
and phoneme-to-grapheme conversion. They used
Special dataset for English and applied for G2P Task.

Sindran [30], in his thesis, He describes work
carried out to develop an automatic phonetic tran-
scription for Standard Arabic (SA) text using the
rule and exception dictionary approach. The main
contributions of this work are the development of a
high-precision tool for the phonetic transcription
software, a statistical analysis of SA linguistic units
that will help in boosting the software performance,
and developing a program to classify the meters of
classic Arabic poems based on an accurate phonetic
transcription result. The three applications devel-
oped as a result of developing such a tool for SA
phonetic transcription are now described. They
used Six corpora have been used in this work for
Arabic and applied for ASR Task.

Ghio et al. [31],presented a measurement tech-
nique utilizing phonological transcriptions. An al-
gorithm is employed to automatically and
accurately calculate the distances between produced
phonological forms and their expected counterparts,
leveraging cost matrices derived from phoneme
feature disparities. They used Speakers dataset for
English and applied for Cognate Task.

Hixon et al. [32],investigated different metrics for
evaluating the automatic pronunciation techniques
of three grapheme-to-phoneme packages using a

comprehensive dictionary. Introducing two novel
metrics, it utilizes a newly devised weighted pho-
nemic substitution matrix, derived from substitution
frequencies in a trusted collection of alternative
pronunciations. They used CMU dataset for English
and applied for G2P Task.

Jucksriporn and Sornil [33],introduced a method
for determining word distances based on phonetic
similarities of homophones, rather than relying on
spelling. The technique was tested using a database
of names belonging to Thai individuals and loca-
tions. They used Private dataset for Thai and
applied for ASR Task.

Masson M and Carson-Berndsen [34],investigated
pronunciation differences among non-native
speakers, utilizing both theoretical concepts and
real-world data. It proposes two approaches to
analyze these variations: one rooted in phonetic and
phonological theories, and the other utilizing a text-
to-speech system. They used TIMIT corpus for En-
glish and applied for ASR task.

Kantor and Hasegawa-Johnson [35], studied how
to generate phonetic pronunciations from printed
word forms, which is important for applications like
text-to-speech systems. It describes a method that
uses hidden Markov models (HMMs) to generate
pronunciations for out-of-vocabulary words and
word fragments from the Fisher speech corpus.
They used CMU dataset for English and applied for
G2P task.

Nahar et al. [36],used the Hidden Markov Toolkit
(HTK) to develop a phoneme recognizer for identi-
fying Arabic phonemes. It ran a series of experi-
ments, varying factors such as the number of
Hidden Markov simulate (HMM) states and
Gaussian mixtures used to simulate Arabic pho-
nemes to find the best configuration. They used
KAPD dataset for Arabic and applied for G2P task.

Arab and Azimizadeh [37]introduced a Persian
Letter-To-Sound conversion system using Classifi-
cation and Regression Tree. Such a system is crucial
for Text-To-Speech (TTS) technology as it's
impractical to compile every word with its pronun-
ciation in a lexicon. They used Persian Linguistic
Database for Persian and applied for G2P task.

Khan [38],investigated various acoustic features
such as pitch, energy, spectrum flux, zero-crossing,
entropy, and MFCCs. It used Sequential Forward
Selection to identify the most suitable features and
employed the K-Nearest Neighbors classifier to
detect mispronunciations in Arabic phonemes. They
used private Dataset for Arabic and applied for
Spelling Correction Task.

Magsood et al. [39],described a CAPT method
meant to help Pakistani people improve their
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pronunciation of difficult Arabic sounds. The system
uses an articulatory phonetic framework with ma-
chine learning classifiers such as Naive Bayes and
K-NN to detect mispronunciations accurately. They
used private Dataset for Arabic and applied for
Spelling Correction task.

Nazir et al. [40],provided a novel approach to
detecting mispronunciations that employs phone
grouping and probabilistic error assessment. Unlike
traditional approaches, it clusters phonemes based
on mistake likelihood, lowering the number of
classifiers necessary while conserving memory and
time. The study assesses the Support Vector Ma-
chine (SVM) classifier's performance on a dataset of
28 Arabic phonemes. They used Speakers dataset
for Arabic and applied for Spelling Correction task.

Johnson [41],introduced a matrix of phone-dis-
tance measures, valuable for managing extensive
conversational speech databases. It outlines the
process of creating this matrix from discrepancies in
transcriber labeling and explains its application in
aligning phonetic transcriptions of spoken discourse
with their citation forms through a dynamic time
warping (DTW) algorithm. They used Private data-
set for English and applied for G2P task.

Ibrahim et al. [42],tried to identify key input fea-
tures that enhance speech recognition. The pro-
posed method employs a genetic algorithm for
optimal feature selection. Initially, a baseline model
utilizing feedforward neural networks is con-
structed. This model serves as a benchmark to
compare the results of the proposed feature selec-
tion approach against a method that incorporates all
elements of a feature vector. They used KAPD
dataset for Arabic and applied for ASR task.

Galescu and Allen [43],introduced a statistical
model corresponding author bidirectional trans-
formation between spelling and pronunciation,
regardless of language. It relied on joint graphene/
phoneme units obtained from automatically aligned
data. They used CMU dataset for English and
applied for G2P task.

Suyanto et al. [44]introduced an Indonesian
Grapheme-to-Phoneme (G2P) model called NGTSP,
which combines n-gram methodology with a stem-
mer and phonotactic rules to address existing chal-
lenges. Through a 5-fold cross-validation analysis
involving 50,000 Indonesian words, the NGTSP
model demonstrates a significantly lower Phoneme
Error Rate (PER). They used 50 k Indonesian words
and applied for and applied for G2P task.

Halpern [45],discussed the orthographic variation
of Arabic personal names, particularly the chal-
lenges arising from transcribing them into the
Roman script. It outlines the methodology behind

compiling the Database of Arabic Names (DAN), a
comprehensive lexical resource containing millions
of Arabic names and their variations in both
romanized and fully vocalized Arabic. They used
Private dataset for Arabic and applied for NER task.

Mahmudi and Veisi [46],introduced a G2P con-
version approach grounded in Kurdish language
phonological rules, departing from traditional reli-
ance on pronunciation dictionaries and data-driven
techniques. By precisely applying prioritized con-
straints, refine the process to exclude less desirable
options, ensuring the selection of a single accurately
formed pronunciation for each word. They used
Private dataset for Kurdish and applied for G2P
task.

Bhagat and Hovy [47]introduced two innovative
phonetic models aimed at generating a variety of
potential spellings for a given name. The methods
showcased a threefold enhancement over the stan-
dard approach, producing four times as many
quality name variations as a human could while still
maintaining a commendable level of accuracy. They
used CMU English and applied for NER task.

Algabri et al. [48], in their study, innovative deep
learning methods were suggested for constructing a
highly efficient and adaptable Computer-Assisted
Pronunciation Training (CAPT) system aimed at
detecting and diagnosing mispronunciations (MDD)
and providing articulatory feedback for non-native
Arabic speakers. They used Arabic speaker dataset
for Arabic and applied for Spelling Correction task.

Asif et al. [49],created a framework employing
Deep Neural Networks (DNN) to categorize Arabic
short vowels. The model was built entirely from the
ground up, involving: (i) the compilation of a fresh
audio dataset, (ii) the design of a neural network
structure, and (iii) the refinement and enhancement
of the model through multiple iterations to attain
superior accuracy in classification. They used Audio
of 85 individual from 42 males, 43 females dataset
for Arabic and applied for Spelling Correction task.

Nazir et al. [50],introduced various approaches for
detecting mispronunciations, including a method
utilizing Convolutional Neural Network features
(CNN_Features) and another technique based on
transfer learning. They used Private dataset for
Arabic and applied for Spelling Correction task.

Ziafat et al. [51],divided the subject into two
stages. Initially, it trained the model to identify in-
dividual letters, with a concentration on Arabic al-
phabet categorization. It then trained the machine to
measure pronunciation accuracy, with a focus on
Arabic alphabet pronunciation classification. They
used audio samples of the Arabic alphabet and
applied for and applied for Spelling Correction task.
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Barman and Boruah [52]provided a modified Long
Short Term Memory network (LSTM) model, a
Recurrent Neural Networks (RNN) version explic-
itly designed for instant messaging applications.
The primary goal is to predict the following word(s)
based on the user's current words. They used Pri-
vate dataset for Arabic and applied for G2P task.

Behbahani et al. [53],delineated the grapheme-to-
phoneme conversion process as a sequential label-
ing task and employs modified Recurrent Neural
Networks (RNNs) to construct an intelligent and
cohesive model for this objective. They used FarsDat
dataset for Persian and applied for G2P task.

Jakobi [54], in his thesis, he addresses the chal-
lenge of multilingual grapheme-to-phoneme (G2P)
conversion. It involves becoming acquainted with
the existing data landscape and integrating phonetic
attributes into model inputs. This is achieved by
extending the input phonemes with encoded pho-
netic features. He used CMU dataset for English and
applied for G2P task.

Qamhan et al. [55]investigated the efficacy of
employing spectrograms as the acoustic feature
alongside DPFs constructed using two distinct deep
learning methodologies: the deep belief network
(DBN) and the convolutional recurrent neural
network (CRNN). The research focuses on the appli-
cation of this approach to Modern Standard Arabic
(MSA). The proposed acoustic-to-phonetic converter
incorporates multi-label modeling. They used KAPD
dataset for Arabic and applied for ASR task.

Alashban and Alotaibi [56],examined, identified,
and evaluated the pronunciation of specific terms in
languages similar to Arabic. It introduces a deep
learning framework, namely the Bidirectional Long
Short Term Memory (BLSTM), for distinguishing
and categorizing spoken Arabic and its similar lan-
guages sourced from the Mozilla speech corpus.
They used Mozilla speech corpus for Arabic and
applied for ASR task.

Yao and Zweig [57],investigated how Sequence-
to-sequence translation techniques can be applied
to the grapheme-to-phoneme task, which presents
distinct challenges. In this scenario, both the input
and output vocabularies are limited, and simple n-
gram models perform effectively, with recognition
given only for completely accurate outputs. They
used CMU dataset for English and applied for G2P
task.

Zia et al. [58],introduced a grapheme-to-phoneme
conversion tool tailored for Urdu. It creates a pro-
nunciation lexicon compatible with speech recog-
nition systems by processing a list of Urdu words.
Utilizing an LSTM-based model trained on a
curated lexicon comprising a huge amount of words,

the tool predicts word pronunciations. They used
Lexicon dataset for Urdu and applied for ASR task.

Appendix A show the summary of all works that
were explored in this section.

9. Techniques of phonetic mapping

Phonetic mapping, in our methodology, is a
method, algorithm or technique that used to trans-
form phonetic representation from one language to
another. There are many techniques used for pho-
netic mapping under many categories. In this
research, the techniques are classified into seven
main categories and five sub-categories which are; (i)
Rules-based Techniques, (ii) Alignment Techniques,
(iii) Phonetic Distance Metric Techniques, (iv) Sta-
tistical and Probabilistic Techniques, (v) Classical
Machine Learning Techniques, (vi) Neural Network
and Deep Learning Techniques such as(ANN, CNN,
RNN, LSTM, Cognate Transformer), and (vii)
Hybrid Techniques. Appendix B show the summary
of all works that will be explored in next sections.

9.1. Rules-based techniques

Rule-based approaches offer a structured frame-
work for analyzing and describing these processes,
often based on principles of phonology and pho-
netics. By identifying patterns and regularities in
sound alterations, linguists and speech researchers
can better understand the underlying mechanisms
driving language production and perception.

(Alshuwaier & Areshey, 2011) proposed an En-
glish-Arabic transliteration model using phonetic
rules and pronunciation. They used CMU dataset for
Arabic language and applied for Transliteration task.

Meng et al. [59],presented a named entity trans-
literation technique for English-Chinese cross-
lingual spoken document retrieval. They used TDT
Collection dataset of English-Chinese languages.

Yousef [60],presented a framework for cross lan-
guages name mapping between English and Arabic
that was proposed and implemented. They used
Higher Education sector in Egypt dataset for Arabic-
English languages and applied for NER task.

Rao [61],used rules-based techniques for Phonetic
matching between Hindi and Marathi or in cross-
language as part of information retrieval system.
They used Private dataset dataset for Hindi and
Marathi languages and applied for IR system.

9.2. Alignment techniques

Alignments in phonetic processes refer to the
ways in which sounds, syllables, or words are
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positioned relative to each other during speech
production. These alignments can have significant
implications for phonological patterns and linguistic
analysis. Understanding alignments is essential for
uncovering the intricacies of speech production and
phonological patterns across languages.

Blum and Lis [62]introduced a technique for
automatically deducing correspondence patterns
from phonetically aligned cognate sets. It outlined a
method for refining phonetic alignments in
comparative linguistics before deriving correspon-
dence patterns. They used Lexibank collection 2022
dataset for Multi Languages and applied for
Cognate task.

Karimi et al. [63],presented a novel algorithm
designed for converting English text into Persian
through transliteration. It employs a specialized
alignment algorithm tailored specifically for trans-
literation purposes. They used corpora of word pairs
in English and Persian dataset Persian-English and
applied for Transliteration.

Kocharov [64],tried for enhancing the Levenshtein
algorithm to improve the alignment of phoneme
transcriptions from spoken utterances. It aims to
find the best alignment between sequences of pho-
netic symbols. They used CORPRES dataset for
Multi Languages and applied for Cognate task.

Kondrak [65],introduced an algorithm that merges
various methods designed for comparing sequences
with a scoring system for calculating phonetic like-
ness using multi-valued attributes. They used data
set of 82 cognates for Multi Languages and applied
for Cognate task.

List [66],used a concept where the core of his
approach is to integrate various methods used in
historical linguistics and evolutionary biology to
create a novel framework that accurately reflects the
key elements of the comparative method. He used
linguistics dataset for Multi Languages and applied
for Cognate task.

List et al. [67], introduced an innovative framework
that merges cutting-edge methods for automated
sequence comparison with original techniques for
phonetic alignment analysis and the detection of
sound correspondence patterns. This integration
enables the supervised reconstruction of word forms
in ancestral languages. They used CLDF dataset of
Multi Languages and applied for Cognate task.

List et al. [68],outlined how cognate reflexes were
predicted using multilingual wordlists, detailing
both the methodology and findings. The training
and unexpected data utilized standardized wordlists
spanning various language families. They used
SIGTYP-2022 dataset of Multi Languages and
applied for Cognate task.

Sofroniev and Coltekin [69], investigated various
data-derived vector depictions of IPA-encoded
sound segments, aiming to align sound sequences
effectively. It evaluates different representations by
measuring their alignment accuracy, particularly
within the domain of computational historical lin-
guistics. They used BDPA dataset of Multi Lan-
guages and applied for G2P task.

9.3. Phonetic distance metric techniques

Phonetic distance is the distance between two
phonetic representations, i. e how they are similar
or different it can be Edit Distance (Levenshtein
Distance)) Dynamic Time Warping (DTW)or
Weighted Edit Distance. In this section some of the
works under this category will be presented.

Ahmed et al. [70], presented a Phonetic Edit Dis-
tance (PED), which calculates the replacement cost
in the inner loop of edit distance computation by
comparing the articulatory properties of letters from
two distinct languages. It compares the letters in a
sophisticated manner based on their articulatory
qualities as stated in the International Phonetic Al-
phabet (IPA). They used UD corpora dataset for
Multi Languages and applied for ASR system.

Al-Dhlan [71],explored the impact of word cog-
nates systems. The model employed can automati-
cally detect cognates in either Arabic or English and
display them in a comprehensive list. It automati-
cally identifies cognates in both languages using one
of two functions: levenshtein( ) or similar_text( ).
They used private dataset for Arabic-English lan-
guages and applied for Cognate task.

Dautriche et al. [72],developed a method to eval-
uate lexicons compared to phonotactically-
controlled baselines, acting as benchmarks to gauge
the anticipated arrangement of wordforms solely
based on phonotactics. The results, supported by
diverse metrics such as minimal pairs, average
Levenshtein distance, and various network proper-
ties, provide evidence of the effectiveness of this
approach. Dataset for CELEX pronunciations dataset
for Multi Languages and applied for Cognate task.

Droppo and Acero [73],Proposed adding a third
metric to evaluate the similarity between a word's
pronunciation in its transcription and the output of
a less constrained phonetic recognition system. Re-
veals the learnability of phonetic string edit distance
using collected data and stresses the importance of
incorporating context into the model for peak per-
formance. They used private dataset for Multi Lan-
guages and applied for ASR system.

Eden [74], in his thesis, he explored three distinct
methods for assessing cross-language phonological
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distance. Firstly, it examines the utilization of
phonological typological parameters. Secondly, it
evaluates the cross-entropy of phonologically tran-
scribed texts. Lastly, it assesses the phonetic simi-
larity of non-word pronunciations by speakers from
diverse language backgrounds. He used Private
dataset for Multi Languages and applied for G2P
task.

9.4. Statistical and probabilistic techniques

The most well known statistical probabilistic
models, that used in many NLP applications and
tasks, are Hidden Markov Models (HMMs), En-
tropy, and Gaussian Mixture Models (GMMs).
Hidden Markov Models (HMMs) have shown to be
extremely useful tools for phonetic processing. In
this concept, phonetic processing is defined as the
analysis and recognition of speech sounds. HMMs
are especially well-suited to this task because they
can represent the dynamic aspect of speech pro-
duction, where phonemes flow easily from one to
the next. HMMs have been effectively used for a
variety of phonetic applications, including voice
recognition, speaker identification, and speech
synthesis. Their capacity to simulate the probabi-
listic correlations between phonetic units makes
them effective instruments for comprehending and
analyzing speech signals.

Beinborn et al. [75],introduced a method using
character-based machine translation to automati-
cally generate cognates. It shows that the approach
can identify production patterns from noisy data
and is effective across different language pairs and
alphabets, with successful outcomes observed in
tests including English-Russian, English-Greek, and
English—Farsi pairs. They used MT engine Moses
dataset for Multi Languages and applied for
Cognate task.

MacSween and Caines [76], presented an auto-
mated system for detecting cognates, treating it as
an inference problem for a statistical model. The
model incorporates both observed data (word pairs
that may be related) and hidden variables repre-
senting the cognate status of these pairs, as well as
global parameters defining sound correspondences
across languages. They used LexStat dataset for
Multi Languages and applied for Cognate task.

Rama and List [77],presented an automatic
approach to tree inference from large-scale datasets.
Two new methods for cognate detection and a fast
way for Bayesian inference of phylogeny are intro-
duced. Experiments show that these methods can
analyze the time it takes to constitute language
families in a matter of minutes, which is a big step

from its previous reputation of time-consuming
methods. They used list dataset for Multi Languages
and applied for Cognate task.

Bhargava and Kondrak [78],recommended utiliz-
ing Hidden Markov Models (HMMs) for word-
related tasks and assesses their efficacy in multiple
cognate alignment and cognate set matching. It
discovers that HMMs perform well in both tasks,
outperforming average and minimum edit distance
techniques in cognate set matching. They used pri-
vate dataset for Multi Languages and applied for
Cognate task.

Shao [79], in his thesis, he addressed the challenge
of transliterating names from various source lan-
guages into Chinese by constructing a Hidden
Markov Model (HMM)-based machine trans-
literation system. It explores four different ap-
proaches to enhance the baseline system and
evaluates these modified systems across 14 lan-
guage. He used NEWS 2018 dataset for Multi Lan-
guages and applied for Transliteration task.

9.5. Classical machine learning techniques

There are wide varieties for Machine learning al-
gorithms, that can be used for many application and
task including phonetic mapping, such as support
vector machines, KNN, decision trees, and many
others. The problem of phonetic mapping can be
taken as classification problem, and in such case,
they are often employed to classify phonetic units,
such as phonemes from one language, into pre-
defined categories in another language. These al-
gorithms learn patterns from phonetic-labeled data
and subsequently generalize their knowledge to do
mapping accurately.

Lam et al. [80],introduced a fresh named entity
matching model that incorporates semantic and
phonetic indicators. The study explores three
learning algorithms to derive similarity data from
training examples for basic phoneme units. They
used private dataset formulti Languages and
applied for NER task.

Parrish [81],introduced an innovative technique
for capturing sound similarities that are challenging
to represent solely through orthographic or phone-
mic data. It demonstrates that similarity measure-
ments within the resulting vector space effectively
predict phonetic similarities, performing well on
established tests. They used CMU dataset for Multi
Languages and applied for Cognate task.

Jager [82],introduced a novel method employing
support vector machines to integrate various cut-
ting-edge techniques for phonetic alignment and
cognate detection iCorresponding author one
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cohesive system. Through training and assessing
this approach on a diverse range of gold-standard
data, it demonstrates its superiority over current
methodologies. They used ABVD dataset for Multi
Languages and applied for Cognate task.

Mani et al. [83]investigated two trainable ap-
proaches centered on pronunciation analysis. The
first method, cross-lingual, employs an automated
name-matching system with criteria based on
human-conducted phonological comparisons of two
languages. The second method is monolingual,
using automatic comparisons of phonological rep-
resentations within each language pair. They used
Special Dataset dataset for Multi Languages and
applied for ASR system.

Freeman et al. [84]introduced a method to
address the challenge of matching personal names
written in English with their counterparts in Arabic
script. Traditional string comparison methods
struggle with this task due to inconsistent trans-
literation practices in both languages and the
absence of short vowels in Arabic script. They used
private dataset for Arabic-English languages and
applied for Transliteration task.

Davis [85]introduced a system designed to
transliterate text between two Persian dialects that
employ incompatible writing systems. Additionally,
the system functions as a means to enable the ex-
change of computational linguistic resources be-
tween the two languages. This is particularly
important due to the unequal distribution of re-
sources between Tajik and Farsi. They used private
dataset for Multi Languages and applied for
Transliteration task.

Loots and Niesler [86],analyzed pronunciations in
American, British, and South African English dic-
tionaries. It conducted three main analyses: evalu-
ating the accuracy of grapheme-to-phoneme
conversion across accents, comparing pro-
nunciations between accents, and applying decision
trees to convert pronunciations between accents.
They used CMU dataset for Multi Languages and
applied for G2P task.

Knight and Graehl [87],presented and assesses a
technique for conducting reverse transliterations
through automated means. The method employs a
generative model, encompassing multiple stages
within the transliteration procedure. They used
CMU dataset for English-Japanese languages and
applied for Transliteration task.

Stalls and Knight [88],tackled the inverse chal-
lenge: retrieving the original Roman script of a
foreign name or loanword from Arabic text. Arabic
poses unique hurdles due to its lack of written
vowels and phonetic contextual influences. They

used Private dataset for Arabic-English and applied
for Transliteration.

9.6. Neural network and deep learning techniques

The modern approaches and application used
neural networks and deep learning utilizing from
the tremendous development in processing speed.
This section provides a detail of the allocation of
many papers based on ANN and deep learning
techniques and their respective fields (such as ANN,
CNN, RNN, LSTM, Phonetic Embedding, and
Cognate Transformer). This section discusses the
utilized model and presents the findings.

9.6.1. Atrtificial Neural Network

Artificial Neural Networks (ANNSs) integrated
with phonetic processes represent a fascinating
fusion of machine learning and linguistics. This
integration holds immense potential in diverse ap-
plications, from voice-controlled assistants to lan-
guage translation systems, revolutionizing how
humans interact with technology and enhancing
accessibility for individuals with speech-related
challenges.

Fourrier [89], in his dissertation, presented
methodically study the applicability of machine
translation inspired neural networks to historical
word prediction, relying on the surface similarity of
both tasks. They used PLexGen dataset for Multi
Languages and applied for Cognate task.

Li and MacWhinney [90]introduced a novel
phonological pattern generator named PatPho,
enabling connectionist models to generate precise
phonological representations of English vocabulary.
They used CELEX database for Multi Languages
and applied for ASR system.

Marjou [91],discussed Allosaurus, which in-
vestigates how phones and phonemes interact in
multilingual audio modeling. It shows a significant
17% improvement in phone recognition accuracy for
previously unknown languages. They used allo-
saurus dataset for Multi Languages and applied for
ASR system.

Libovicky and Fraser [8],developed a trainable
neural model for calculating edit distance between
strings, which can be used for applications like
string comparison and transformation. It was eval-
uated on a variety of tasks, including cognate
identification, transliteration, and grapheme-
phoneme conversion. They used CMU dataset for
Multi Languages and applied for all the mentioned
tasks.

Marjou [92],used an Artificial Neural Network
(ANN) model called Orthographic Transparency
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Estimation with an ANN (OTEANN) to determine
the predictability of speech from printed words. He
used Special Dataset dataset for Multi Languages
and applied for G2P task.

9.6.2. CNN

Convolutional Neural Networks are a type of deep
learning algorithm known for extracting hierarchi-
cal features from input data using convolutional
layers. For the most part, CNNs allow state-of-the-
art limits in phonetic processing and make them
possible for an advance in the understanding and
interaction of speech. CNNs generally play a very
big role in phoneme recognition, speaker identifi-
cation, and speech synthesis.

Goswami et al. [93],proposed a novel language-
agnostic weakly supervised deep cognate detection
framework for under-resourced languages using
morphological knowledge from closely related lan-
guages. They used UniMorph datasets dataset for
Multi Languages and applied for Cognate task.

Rama [94],presented phoneme level Siamese con-
volutional networks for the task of pair-wise cognate
identification. It represent a word as a two-
dimensional matrix and employ a siamese convolu-
tional network for learning deep representations. He
used Lexical database dataset for Multi Languages
and applied for Cognate task.

Yolchuyeva [95], in his dissertation, introduced an
innovative sequence-to-sequence (seq2seq) archi-
tecture centered on Convolutional Neural Networks
(CNNs). It incorporates an end-to-end CNN for
grapheme-to-phoneme (G2P) conversion, featuring
residual connections. Furthermore, a model was
created that used a convolutional neural network as
the encoder, with and without residual connections,
and a Bidirectional Long Short-Term Memory (Bi-
LSTM) as the decoder. He used CMU dataset for
Multi Languages and applied for G2P task.

9.6.3. RNN

Recurrent Neural Networks (RNNs) are at the
core of phonetic processing, since they untangle
delicate details in speech patterns that no other tool
can unravel. The architecture design of RNNs, being
implemented with feedback loops to allow the
infusion of past information into the present, is very
powerful in capturing the temporal dependencies in
spoken language. RNNs find a place in phonetics,
especially for speech recognition; they deal with
dynamics of speech signals in a smooth way.

Cheng et al. [96]integrated phonetic data into
neural networks through two methods: firstly, by
generating additional data via forward and back-
translation, utilizing a phonetic approach; secondly,

by pre-training models on a phonetic task prior to
transliteration learning. They used NEWS 2018
dataset for English-Chinese languages and applied
for Transliteration task.

Hartmann [97],presented a computational
approach using deep neural networks to forecast
phonetic attributes of historical sounds when their
precise qualities are uncertain. Additionally, it aims
to assess the consistency of reconstructed historical
phonetic features. They used Wiktionary dataset for
Multi Languages and applied for Cognate task.

He et al. [98],examined the impact of integrating
phonetic attributes into English-to-Chinese trans-
literation within the multi-task learning (MTL)
framework. The study introduces a new dataset for
English-to-Chinese transliteration and proposes a
novel evaluation metric that accounts for various
potential transliterations of a given source name.
They used NEWS 2018 dataset for English-Chinese
languages and applied for Transliteration task.

Huda et al. [99]introduced a cost-effective
approach for extracting articulatory features (AFs).
The method involves utilizing two multilayer neural
networks (MLNSs). The initial MLN, termed MLNLF-
DPF, translates local features (LFs) from an input
speech signal into discrete AFs. Subsequently, the
second MLN, referred to as MLNDyn, regulates the
dynamics of the AFs generated by MLNLF-DPF.
They used the Acoustic Society of Japan (AS])
Continuous Speech Database for Multi Languages
and applied for ASR system.

Younes et al. [100],concentrated on transliterating
the Tunisian dialect. It introduces a Sequence-to-
Sequence approach rooted in deep learning to
transliterate user-generated Tunisian dialect text on
social media platforms. This method handles both
Latin to Arabic and Arabic to Latin transliterations
at the word level. They used Special Dataset for
Multi Languages and applied for Transliteration
task.

Yusuf et al. [101],presented an enhanced neural
ASR-independent keyword search model that at-
tains competitive performance while upholding an
efficient and streamlined pipeline. This is achieved
by multilingual pre-training and a thorough model
examination. In this approach, both inquiries and
documents are encoded using a pair of recurrent
neural network encoders, which are then concate-
nated using a dot-product. They used IARPA Babel
corpus for Multi Languages and applied for ASR
system.

9.6.4. LSTM
Long Short-Term Memory (LSTM) networks
provide a powerful tool for phonetic processing
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because they have an elaborate structure to model
sequences with complicated dependencies through
time. In the domain of speech recognition and
phonetic analysis, LSTM networks hold their
ground in the description of the subtle temporal
patterns which are part of spoken language.
Through their capacity to retain information and
allow its selective updating over extended se-
quences, LSTM architectures facilitate the descrip-
tion of phonetic intonation, rhythm, and articulatory
dynamics.

Datta et al. [102],introduced a training approach
for a grapheme-based speech recognizer, which can
be trained solely using data. Utilizing LSTM net-
works and cross-entropy loss during training, the
graphene output acoustic models investigated here
are highly applicable in real-world scenarios. They
can be decoded using traditional ASR stack com-
ponents like language models and FST decoders.
They used IARPA BABEL speech corpus for Multi
Languages and applied for ASR system.

Mu et al. [103],introduced a DDNN (double-layer
deep neural network) framework comprising
speech-text alignment and recognition modules.
The first layer of the alignment module employs a
novel Viterbi algorithm approach to optimize
speech-text alignment. The second layer pioneers
the utilization of deep learning networks in the
encoding segment of Attention for speech evalua-
tion and scoring. They used special corpus for Jap-
anese and applied for ASR system.

Rosca and Breuel [104],illustrated that neural
sequence-to-sequence models achieve cutting-edge
or near-cutting-edge performance on established
datasets. In a bid to enhance the accessibility of
machine transliteration, the paper releases a new
Arabic to English transliteration dataset and our
trained models as open source. They used google-
transliteration dataset for multi Languages and
applied for Transliteration task.

Sokolov [105],presented a novel neural G2Pmodel
trained comprehensively. It utilizes a combination
of universal symbol sets inspired by Latin alphabets
and shared feature representations across various
languages. This model proves valuable in scenarios
where languages have scarce resources or when
dealing with code-switching and foreign terminol-
ogy. They used CMU dataset for Multi Languages
and applied for G2P task.

Tian et al. [106],suggested an improved neural
transliteration model incorporating memory mech-
anisms to utilize phonemic details from both En-
glish and Arabic. More precisely, within the
memory component, the phonemic representations
linked with individual English letters are assessed

and utilized selectively to direct the transliteration
from English to Arabic. They used EANames corpus
with English and Arabic names and applied for
Transliteration task.

9.6.5. Cognate Transformer

The Cognate Transformer is the next revolution-
ary NLP technology, building further on the fusion
of deep learning and principles of cognitive science.
Unlike classical transformer structures, the Cognate
Transformer relies on cognates—words that have
similar meanings in different languages—to in-
crease cross-lingual comprehension and correctness
of translations. The Cognate Transformer is a new
frontier in NLP promising a future where the whole
world is connected through language, breaking
down the way we interact across linguistic borders.

Akavarapu and Bhattacharya [107],introduceed a
transformer-based paradigm influenced by compu-
tational biology for automating cognate discovery. It
demonstrates that given adequate supervision, this
method outperforms existing strategies and im-
proves with further supervision, emphasizing the
importance of using labeled data. They used private
dataset for Multi Languages and applied for
Cognate task.

Mahesh Akavarapu and Bhattacharya [108],
described the adaption of the MSA Transformer, a
protein language model, to the problem of auto-
mated phonological reconstruction. The MSA
Transformer is trained on multiple sequence align-
ments, therefore it can handle aligned cognate
words. This updated model is known as the Cognate
Transformer. They used private dataset for Multi
Languages and applied for Cognate task.

Dehak [109],explored the universality of certain
representations and the enhancement of individual
phonetic units within a multilingual context. To
achieve this goal, a varied selection of phonetically
diverse languages is chosen, and various experi-
ments, including monolingual, multilingual, and
cross-lingual (zero-shot) assessments, are conduct-
ed. He used IARPA BABEL speech corpus for Multi
Languages and applied for ASR system.

9.7. Hybrid techniques

Hybrid techniques can be made by various
method such as Combining Methods or Multimodal
Techniques. In this section some of the hybrid
models will be explored.

Kanojia [110], in his thesis, investigated two key
challenges: recognizing cognates and identifying
false friends. It focuses on distributional semantics
and emphasizes the significance of shared
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vocabulary among closely related languages. Cog-
nates refer to variations of the same lexical form
across different languages. He used private dataset
for Multi Languages and applied for Cognate task.

Kondrak [111],suggested techniques to identify
and measure three key aspects of cognates: recur-
ring sound patterns, phonetic resemblances, and
semantic connections. The aim is to detect cognates
and their similarities from word lists of language
pairs known to be related. He used Algonquian of
Multi Languages and applied for Cognate task.

Farooq and Hain [112], presented a novel method,
Hybrid DNN-HMM, to investigate cross-lingual
acoustic-phonetic similarities. It involves comparing
posterior distributions from various monolingual
acoustic models with a target speech signal, ach-
ieved through training deep neural networks as
mapping networks to enable direct comparison of
these distributions. They used Multilingual Lib-
riSpeech dataset and applied for ASR system.

Farooq and Hain [113],introduced a new method
for combining multilingual models. This method
involves training a model to understand similarities
between languages' acoustic-phonetic features.
Traditionally, hybrid DNN-HMM ASR systems
have relied on manually crafted lexicons, but they
aim to eliminate this need by expanding the idea of
trainable cross-lingual mappings for end-to-end
speech recognition. They used IARPA BABEL
speech corpus and applied for ASR system.

10. Evaluation metrics

There are many evaluation metrics can be used for
the evaluation of Phonetic similarity technique such
as Phonemic Error Rate (PER), Word Error Rate
(WER), Phoneme Precision and Recall Mean Simi-
larity Score for phonetic transcripts and many
others. In this section two of these methods, Pho-
nemic Error Rate (PER) and Phoneme Precision and
Recall, will be explained.

10.1. Phonemic Error Rate (PER)

Phonemic Error Rate (PER) is a metric used to
evaluate the accuracy of phonemic transcriptions
and can be used for phonetic mapping in cross-
language. It measures the difference between a
reference phonemic transcription and the predicted
phonemic transcription. PER is defined as the sum
of the number of substitutions (S), insertions (I), and
deletions (D) between the predicted and the refer-
enced transcription divided by the total number of
phonemes in the reference transcription (N). If we
have a predicted phonetic transcripts (PPT) and

referenced phonetic transcripts (RPT) then the PER
will be as shown the following equation:

S+D+1

PER =
N

Where:

S: Number of phonemes that substituted to the
PPT to be the RPT.

D: Number of phonemes that deleted to the PPT
to be the RPT.

I: Number of phonemes that inserted to the PPT
to be the RPT.

N: Total number of phonemes in the RPT.

10.2. Phoneme Precision and recall

F-measure, Precision and Recallit is another
famose evaluation metrics for many applications
and task. Phoneme Precision and Recall are used to
evaluate the performance of phonetic alignment and
transcription systems. Precision and recall are
particularly useful for understanding both the cor-
rectness and completeness of phonetic alignments.

Precision measures the proportion of correctly
identified phonemes out of all phonemes that the
system identified while Recall measures the pro-
portion of correctly identified phonemes out of all
phonemes in the reference transcription. The F1
score is the harmonic mean of precision and recall.
If we deals with phonetic mapping as classification
problem and we have a predicted phonetic tran-
scripts (PPT) by our system to be compared to the
referenced phonetic transcripts (RPT) then the we
have three terms in this scenarioss; True Positives
(TP), False Positives (FP), False Negatives (FN) and
True Negatives (TN) where:

True Positives (TP): Phonemes correctly identified
by the system that match the reference.

False Positives (FP): Phonemes identified by the
system that do not match the reference (incorrect
phonemes).

False Negatives (FN): Phonemes present in the
reference transcription that the system failed to
identify.

Recall, Precision and F1 score can be estimated as
following:

_TIp
~Tp+Fp

Tp
R:
Tp+Fn
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11. Discussion

There is certainly something very interesting in
exploring phonetic congruence at the level of
sounds themselves or at the level of integrated
phonetic units among different languages. Also,
discovering the graphene to phoneme and phonetic
mapping techniques will help us to develop pho-
netic processing system with standardization among
the world languages.

Based on a review of previous studies, it can be
identified that phonetic similarity and related
research areas cut across statistics and data science;
therefore, these studies have adopted such meth-
odologies and applied them to produce the best
results. We used seven main categories under
Rules-based Techniques, Alignment Techniques,
Phonetic Distance Metric Techniques, Statistical
and Probabilistic Techniques, Classical Machine
Learning Techniques, Neural Network and Deep
Learning Techniques, and Hybrid Techniques.
Neural Network and Deep Learning Techniques
has 5 sub-categories; ANN, CNN, RNN, LSTM, and
Cognate Transformer. Also, it clear that the pre-
2010 decade was almost entirely based on research
activities focused on letter-to-G2P sound conver-
sion, transliteration, and limited cognate investiga-
tion, driven by statistical methodologies and rule-
based methodologies driven by experts. The decade
of 2010—2020 saw a marked shift that was driven by
technology and the rise of artificial intelligence. The
earlier methodologies were revised with an infu-
sion of Al leading to breakthrough advances,
especially in the field of G2P applications and new

tools, such as multilingual voice search for IR and
NER.

Following 2020, study focused on producing
sounds using phonetic similarity between the
sounds of extinct or ancient languages while utiliz-
ing deep learning techniques and modern trans-
formers like Cognate Transformer. Phonetic
similarity is becoming into a dynamic and scalable
field. It is feasible to explore further into phonetic
similarities between languages using Al algorithms
and relevant linguistic information, providing in-
sights into the dynamics and evolutions of lan-
guages. With Al poised to transform linguistics
research and technology, there appear to be
plethora of intriguing opportunities in the fields of
intercultural communication, language acquisition
and interdisciplinary collaboration.

12. Conclusion

The phonetic similarity is one of the basic ele-
ments in the field of information technology, on
which different applications from search engines to
speech recognition systems are designed. The
collection and distribution of such findings will be
highly important to scholars concerned with pho-
netic similarity and its related methodologies. As
technology marches forward, the role of phonetic
similarity in shaping advanced solutions of IT is
going to have a major increase in the years to come,
ushering in the era when linguistic subtleties will
integrate seamlessly into digital transactions.
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No. Papers Dataset language Application

1 [26] TRmorph Turkish G2P

2 2] Umm Alqura list Arabic G2r

3 [27] Algiers dialect corpus Arabic G2P

4 [28] Author's names Arabic NER

5 [29] Special Dataset English G2P

6 [30] Six corpora have been used in this work Arabic ASR

7 [31] Speakers English Cognate

8 [32] CMU English G2P

9 [33] Private Thai ASR

10 [34] TIMIT corpus English ASR

11 [35] CMU English G2P

12 [36] KAPD Arabic G2P

13 [37] Persian Linguistic Database Persian G2P

14 [38] Private Dataset Arabic Spelling Correction
15 [39] Special Dataset Arabic Spelling Correction
16 [40] Speakers Arabic Spelling Correction
17 [41] Private Dataset English G2P

18 [42] KAPD Arabic ASR

19 [43] CMU English G2P

20 [44] 50 k Indonesian words Indonesian G2r

21 [45] Private Dataset Arabic NER

22 [46] Special Dataset Kurdish G2P

23 [47] CMU English NER

24 [48] database was developed for Arabic speaker Arabic Spelling Correction
25 [49] Audio was 85 individual from 42 males, 43 females. Arabic Spelling Correction
26 [50] Special Dataset Arabic Spelling Correction
27 [51] audio samples of the Arabic alphabet Arabic Spelling Correction
28 [52] Special Dataset Arabic G2P

29 [53] FarsDat Persian G2P

30 [54] CMU English G2r

31 [55] KAPD Arabic ASR

32 [56] Mozilla speech corpus Arabic ASR

33 [57] CMU English G2P

34 [58] Lexicon Urdu ASR
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Appendix B: list of Techniques of Estimation Phonetic Similarity with summary

No. Papers dataset language Application/Task  Technique category
1 [114] CMU Arabic Transliteration Rules-based
2 [59] TDT Collection English-Chinese Transliteration Rules-based
3 [60] Higher Education sector in Egypt Arabic-English NER Rules-based
4 [100] Private dataset Hindi and Marathi IR system Rules-based
5 [62] Lexibank collection 2022 Multi Languages Cognate Alignment
6 [63] corpora of word pairs in Persian-English Transliteration Alignment
English and Persian
7 [64] CORPRES Multi Languages Cognate Alignment
8 [65] data set of 82 cognates Multi Languages Cognate Alignment
9 [66] Linguistics Multi Languages Cognate Alignment
10 [67] CLDF Multi Languages Cognate Alignment
11 [68] SIGTYP 2022 Multi Languages Cognate Alignment
12 [69] BDPA Multi Languages G2P Alignment
13 [75] MT engine Moses Multi Languages Cognate Statistical
14 [109] IARPA BABEL speech corpus Multi Languages ASR Transformer
15 [110] Private dataset Multi Languages Cognate Hybrid
16 [111] Algonquian Multi Languages Cognate Hybrid
17 [76] LexStat. Multi Languages Cognate HMM
18 [77] list Multi Languages Cognate Bayesian inference
19 [70] UD corpora Multi Languages ASR Phonetic Edit Distance (PED
20 [71] Special Dataset Arabic-English Cognate Levenshtein or similar text.
21 [72] CELEX pronunciations Multi Languages Cognate Levenshtein distance.
22 [73] Private dataset Multi Languages ASR phonetic string edit distance
23 [74] Private dataset Multi Languages G2pP cross-language phonological distance
cross-entropy
24 [80] Private dataset Multi Languages NER ML
25 [81] CMU Multi Languages Cognate VSM + statistical
26 [78] Private dataset Multi Languages Cognate HMM
27 [79] NEWS 2018 Multi Languages Transliteration Hidden Markov Model
28 [112] Multilingual LibriSpeech Multi Languages ASR Hybrid
29 [113] IARPA BABEL speech corpus Multi Languages ASR Hybrid
30 [82] ABVD Multi Languages Cognate ML - SVM
31 [83] Special Dataset Multi Languages ASR ML + Alignment
32 [84] Private dataset Arabic-English Transliteration ML
33 [85] Private dataset Multi Languages Transliteration ML
34 [86] CMU Multi Languages G2pP ML
35 [87] CMU English-Japanese Transliteration ML (generative model)
36 [88] Private dataset Arabic-English Transliteration ML
37 [89] PLexGen Multi Languages Cognate ANN
38 [90] CELEX database Multi Languages ASR ANN
39 [91] allosaurus Multi Languages ASR ANN
40 [8] CMU Multi Languages All Tasks ANN
41 [92] Special Dataset Multi Languages G2p ANN
42 [93] UniMorph datasets Multi Languages Cognate CNN
43 [94] Lexical database Multi Languages Cognate CNN
44 [95] CMU Multi Languages G2pP CNN
45 [96] NEWS 2018 English-Chinese Transliteration RNN
46 [97] Wiktionary Multi Languages Cognate RNN
47 [98] NEWS 2018 English-Chinese Transliteration RNN
48 [99] the Acoustic Society of Japan (AS]) Multi Languages ASR RNN
Continuous Speech Database
49 [100] Special Dataset Multi Languages Transliteration RNN
50 [101] IARPA Babel corpus Multi Languages ASR RNN
51 [102] IARPA BABEL speech corpus Multi Languages ASR LSTM
52 [103] special corpus Japanese ASR LSTM

(continued on next page)
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(continued)
No. Papers dataset language Application/Task  Technique category
53 [104] google-transliteration multi Languages Transliteration LSTM
54 [105] CMU Multi Languages G2r LSTM
55 [106] collect a corpus EANames with Arabic-English Transliteration LST™M
English and Arabic names
56 [107] Private dataset Multi Languages Cognate Transformer
57 [108] Private dataset Multi Languages Cognate Transformer
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