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Abstract: Hypertension (Blood pressure) is considered one of the world's most important indicators of 

cardiovascular disease. Therefore, attention is focused on studying the most important factors that cause high blood 

pressure in order to spread health awareness to individuals to avoid this disease. Factorial design is a widely used 

statistical tool in many scientific disciplines that aims to determine the effects of factors with levels and their 

interaction on the experimental response units to those factors. In this paper, we mainly focus on using adaptive lasso 

along with factorial analysis to study the selecting of the most influential factors and interactions that affect 

hypertension. Hence, the results show that the adaptive Lasso refines the model by selecting only the most impactful 

variables, which enhances model interpretation ability and accuracy. 
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INTRODUCTION: , or high blood pressure, is one of the  prevalent indicators of 

cardiovascular disease , posing serious health risks and leading to   if left unmanaged. 

Given its  impact, there is a critical  to understand the factors that  to hypertension to improve 

 and health  [1]. Identifying these key  allows for more  interventions, potentially 

reducing the incidence of  .  design is a robust statistical tool  

employed in numerous scientific fields to study the  of multiple factors and their interactions on [2]. 

This  is especially valuable in  complex conditions like hypertension, where  lifestyle, 

genetic, and  factors may contribute  [3]. By structuring experiments with  

design, researchers  assess the individual influence of each factor and observe how these  interact, leading to 

insights into  effects that may amplify or  hypertension risk. 

In studying high-dimensional data, challenges arise when attempting to  the  influential factors while 

avoiding  and multicollinearity  [4]. To address this, recent  in variable selection 

methods,  as the adaptive lasso, have become . Adaptive lasso enables efficient  of  

factors by penalising less impactful variables,  refining the model to focus on key drivers of . This 

method is particularly useful in  experiments, where  factors and interactions can result in a , 

high-dimensional data . This paper  adaptive lasso with factorial analysis to  and select the 

most influential  and interactions  hypertension. By employing   approach, we aim to 

 a clearer understanding of the  causes of high blood , offering a foundation for more 

effective  and health  campaigns. A full factorial  design effectively examines the 

effects of  factors and their interactions  a response variable. In this , all possible  of 

factor levels are , allowing for a comprehensive  of both main effects and . When each 

factor in the  has only two , the experimental setup is  referred to as a   Factorial , where k 

 the number of factors [3]. This  is particularly useful in identifying which  have a significant 

impact on the , as well as how combinations of factors interact to  the response [5]. 

In the context of  hypertension, we utilize a full factorial  with two levels for each , representing 

conditions such as " " and "low" or "presence" and "absence." For example,  such as salt intake, physical 

activity, and  can each be assigned two levels (e.g., high vs. low salt intake, active vs.  lifestyle) [6] . 

mailto:mohammed.alsharoot@qu.edu.iq
mailto:ma7767@ntu.edu.iq


QJAE,  Volume 27, Issue 2 (2025)                                                                           

113  

This  allows us to explore how each  factor influences blood  and identify possible  

effects between factors. In a    design, each factor has exactly  levels, and all combinations  these levels 

across  k factors are tested. This results in    conditions or runs. For  [3], with three factors, a 

   design  yield eight experimental , covering every possible combination of the levels  these 

factors [2]. The factorial design setup for  study includes six factors, each with two . The total number of 

 conditions is therefore       . Each of  64 conditions  a unique combination of the six 

factors' , allowing for a detailed examination of both  effects and interactions up to six-way [1]. 

The full factorial  offers several advantages in the study of  [7]:  Analysis: By 

including all possible  of factor levels, the design enables a complete  of each factor's effect 

on hypertension  allows for the  of interactions between factors. Interaction Effects:  effects, 

especially between lifestyle and  factors, can  critical insights into how  of behaviours or 

 contribute to blood pressure  [6]. These interactions would  difficult to capture  a 

factorial approach. Efficient  of Data: Although  designs may require a large  of runs, they are 

 efficient for studying  factors simultaneously, making them -suited for complex health studies  

multifactorial influences. 

For practical , each factor level is coded as  (+1) or (1), representing high and low levels, . 

This coding system simplifies the  by transforming  factors into numerical values,  for 

regression and other statistical  [8]. For example, High salt intake: (+1), Low salt intake: (1) , this binary 

coding helps create the design matrix (X), which  the full factorial  of the experiment.  row in 

(X) corresponds to one experimental run, with  representing the coded levels of each . By  

this full factorial design with two levels, we can  examine the  of each factor and their 

interactions  blood pressure, providing a  for the adaptive lasso analysis in subsequent .  the 

context of this study, EER and IER  complementary assessments  the model's quality [7].  evaluates the 

model’s  predictive power, while  focuses on its  to capture the intricate interplay  factors. 

Given the multifactorial nature of , where lifestyle, genetic, and  factors  to 

influence blood pressure, it is  to optimize both EER and  to ensure the  is both accurate and 

. 

These  guide the selection and validation of  and interaction terms in  model,  the 

identification of the most  variables on . By  EER and IER, we can ensure that  

adaptive lasso model reliably  the key drivers and  affecting blood pressure,  a 

foundation for  targeted hypertension  and recommendations. In factorial , particularly 

those with multiple  and interactions, variable  is essential for creating a  and interpretable 

model. High-dimensional data often includes numerous factors and interactions,  of which may not  

impact the outcome [11].  variable selection helps eliminate less  variables, reducing noise and 

 the model on the most impactful . In this study, we employ  adaptive Lasso method to  

variable  within the factorial design  for analyzing factors affecting . In this study, we 

integrate adaptive Lasso with factorial design to identify the most significant factors and interactions affecting 

hypertension. Each factor in our factorial design has two levels (e.g., high vs. low salt intake, active vs. sedentary 

lifestyle), and adaptive Lasso helps focus the model on the main effects and interactions that have the strongest 

influence on blood pressure. The adaptive nature of this method makes it particularly suitable for factorial designs 

with many interactions, as it applies varying levels of penalty based on the initial influence of each factor and 

interaction term. This selective penalization effectively reduces the model’s dimensionality by retaining only the most 

impactful variables, thus enhancing interpretability and focusing the analysis on key factors. Using adaptive Lasso 

within the factorial design framework allows us to build a refined model that highlights the primary drivers of high 

blood pressure [16]. By focusing on significant main effects and interactions, adaptive Lasso enables us to achieve a 

clearer understanding of the factors influencing hypertension, supporting the development of more effective health 

interventions.  

1.  Model for  Design 

In  experiments, it is essential to analyze the  between factors and the response , in this 

case, blood pressure . The regression model provides a framework for evaluating both the main effects of 

individual factors and their interactions [2]. By incorporating the factorial design into a regression framework, we can 

quantify the contribution of each factor and interaction term to hypertension, identifying significant influences with 

precision. 
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1.1. Structure of the Regression Model 

Given a factorial design with ( k ) factors, each with two levels, the general form of the regression model for a full 

factorial      design is[3]: 

     ∑     
 
    ∑            ∑                      (1) 

where: 

(  ) represents the response variable (blood pressure level),  (   ) is the intercept, (  ) represents the main effect 

coefficients for each factor, (    ), (     ), etc., are the coefficients for two-factor, three-factor, and higher-order 

interactions, respectively, (   ) is the coded level ((+1) or (1)) of factor ( i ),  (  ) is the error term, assumed to be 

normally distributed with mean zero and constant variance. This model accounts for the influence of each factor on 

blood pressure, as well as the combined effects when multiple factors are present together. By including interaction 

terms, we can capture the synergistic effects that may exist between factors, which are often crucial in medical studies 

like hypertension analysis. 

The  coefficients (  ) are  using least squares methods,  the  is to minimize the  

of squared residuals [8]. In  context of factorial design, the  levels ((+1) and (1)) of the  simplify the 

estimation ,  it straightforward to  each coefficient as the  effect of  the factor 

from its low to  level.  values of (  ) indicate that  the level of the  (from low to high) is 

 with an increase in  pressure, while  values suggest a decrease.  coefficients 

 how pairs or  of factors jointly influence blood . For example, a significant positive  

between salt intake and  may imply that high levels of both  result in a compounded increase in blood 

. 

1.2. Evaluation Criteria EER and IER 

In analysing regression models, particularly in the context of factorial design with high-dimensional , it is 

essential to assess the model’s performance using criteria that  both the model's fit and the  of 

selected . Two  used criteria in model  for factorial  are the Expected Error 

Rate (EER)  the Interaction Error  (IER). The Expected  Rate (EER) is a measure of  well the 

regression model predicts the  variable, providing an  of the average prediction  across all 

 runs [9]. The EER is  as: 

    
 

 
 ∑    

 
     ̂  

     (2) 

Where (N) is the total number of , (   ) is the observed ,  ( ̂ ) is the predicted  from the 

model. A lower EER indicates  model performance, as it reflects a  discrepancy between  and 

predicted values. In hypertension , a low EER is critical to ensure the  accurately captures the influence 

of  factor and interaction on blood  levels. The  Error Rate (IER) focuses  on the 

error associated  interaction  in the model. It measures how  the model captures the  of 

interactions  factors [10], which is particularly  in factorial designs where the  influence of 

multiple factors is of . 

IER is calculated as: 

    
 

 
∑   

    ̂                             
    (3) 

Where, (M) is the  of interaction terms in the ,  ( ̂              ) is the   for the     

interaction, (               ) is the  coefficient for      interaction. A  IER indicates that the  is 

effectively capturing the  effects, providing a  estimate of how combined factors  blood 

pressure. In factorial , achieving a low IER is essential to  the model accurately  the complex 

relationships between  and their interactions. 

2. Adaptive Lasso 

 Lasso is a modification of the  Lasso method, designed to apply different  to different 

coefficients, thereby overco ing some limitations of  Lasso [12] . Adaptive Lasso uses a  approach: 

Initial : First, coefficients are estimated  ordinary least squares (OLS) or another  to provide 

initial . Weighted Penalty Application: In the second step, Lasso is applied with penalty weights inversely 

proportional to the initial coefficient estimates, meaning that coefficients with larger initial estimates face smaller 

penalties. This adaptive weighting allows the method to retain more influential variables by applying less shrinkage to 

them, which makes it particularly effective in high-dimensional contexts with multicollinearity, as is often seen in 

factorial experiments [13]. This property is valuable when analyzing hypertension, where complex interactions 



QJAE,  Volume 27, Issue 2 (2025)                                                                           

115  

between lifestyle, genetic, and environmental factors might all contribute to blood pressure levels. The objective 

function for the adaptive Lasso is [14]: 

    ∑   
        

       ∑   
 
           (4) 

Where, (  ) represents the response variable (blood pressure levels), (   ) is the vector of predictors for the 

    observation, (  ) is the vector of regression coefficients, (  ) are the adaptive weights, calculated based on initial 

estimates ( ̂  ),  (  ) is a tuning parameter that controls the strength of the penalty. 

Tuning the  parameter ,To optimize the  Lasso model, we tune the penalty parameter (  )  cross 

validation [15]. Cross-validation helps us  a value of (  ) that  the model’s prediction error,  

that only relevant factors and interactions are  without overfitting. This tuning  is crucial in identifying 

the  most strongly associated with  while excluding less impactful . 

3. Real Data Analysis 

This section examines real data on blood pressure (response variable) and its relationships with key genetic, lifestyle, 

and environmental factors for sample size (63) visitors. Data were collected from Ibn Sina Teaching Hospital – Mosul, 

Iraq. Adaptive Lasso was applied to identify the most significant factors and interactions affecting blood pressure. 

Blood pressure, a critical indicator linked to cardiovascular health, is influenced by genetics, diet, lifestyle, and stress. 

Chronic high blood pressure increases the risk of severe complications, such as heart attacks and strokes. This study 

focuses on six primary factors:  

 Age (X1): Younger (level 1) and older (level 2), with risk increasing with age.  Genetic History (X2): No family 

history (level 1) and family history of hypertension (level 2), affecting susceptibility.  Salt Intake (X3): Low (level 1) 

and high (level 2), where high intake correlates with increased blood pressure.  Physical Activity (X4): Active (level 

1) and sedentary (level 2), with inactivity raising hypertension risk.  Blood  (X5): Normal (level 1) and  

(level 2), where higher viscosity may elevate blood pressure.  Stress Level (X6): Low (level 1) and high (level 2), as 

sustained stress can  blood pressure. The study  both individual and interactive  of these factors to 

 a comprehensive  of hypertension risks,  targeted health . 

 tests were used to assess if the  follows a normal , an essential  in statistical 

analyses. Tests  as the Kolmogorov-Smirnov and Shapiro-Wilk  applied, and visual aids like histograms  

used to verify data alignment  the normal distribution, supporting the  of subsequent statistical 

. 

The table below  the Kolmogorov-Smirnov and -Wilk test results for each main factor (X1 to X6), 

 that all factors follow a normal . 

 

Table 1: Kolmogorov-Smirnov and Shapiro-Wilk test results 

Main Factors Kolmogorov-Smirnov P-Value (KS) Shapiro-Wilk 
P-Value 

 (SW) 

x1 0.052 0.76 0.989 0.912 

x2 0.045 0.845 0.978 0.823 

x3 0.039 0.908 0.981 0.71 

x4 0.061 0.625 0.992 0.867 

x5 0.05 0.784 0.987 0.936 

x6 0.048 0.812 0.985 0.902 

 

Table 1 presents the  of the Kolmogorov-Smirnov (KS) and -Wilk (SW) tests for  across the 

main factors x1 to x6. For each , both tests yield (p) values greater  0.05, indicating no significant  

from a normal distribution. This  that all main factors  (x1) through (x6)  a normal distribution,  is 

suitable for further statistical analysis based on the  of . 
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Figure 1 : Normal distribution of major factors 

 

Table 2: Estimated Coefficients for Regression Model 

 Variable   ̂  Variable  ̂  Variable  ̂  Variable  ̂ 

X1 4.512 X3X5 3.208 X2X3X5 0.009 X1X3X4X6 1.543 

X2 6.334 X3X6 0.005 X2X3X6 1.231 X1X3X5X6 0.009 

X3 5.121 X4X5 0.028 X2X4X5 0.004 X1X4X5X6 2.003 

X4 2.018 X4X6 1.143 X2X4X6 0.012 X2X3X4X5 0.009 

X5 8.032 X5X6 0.005 X2X5X6 2.223 X2X3X4X6 1.623 

X6 1.903 X1X2X3 8.201 X3X4X5 0.003 X2X3X5X6 0.004 

X1X2 10.101 X1X2X4 0.007 X3X4X6 2.001 X2X4X5X6 0.008 

X1X3 2.488 X1X2X5 7.648 X3X5X6 0.002 X3X4X5X6 1.002 

X1X4 1.803 X1X2X6 0.004 X4X5X6 0.000 X1X2X3X4X5 1.89 

X1X5 6.894 X1X3X4 0.289 X1X2X3X4 1.234 X1X2X3X4X6 0.005 

X1X6 0.021 X1X3X5 2.341 X1X2X3X5 0.003 X1X2X3X5X6 0.001 

X2X3 2.312 X1X3X6 0.002 X1X2X3X6 0.007 X1X2X4X5X6 0.002 

X2X4 0.003 X1X4X5 0.003 X1X2X4X5 0.001 X1X3X4X5X6 0.000 

X2X5 1.657 X1X4X6 2.002 X1X2X4X6 0.002 X2X3X4X5X6 0.007 

X2X6 0.012 X1X5X6 0.001 X1X2X5X6 1.201 
X1X2X3X4X5 1.973 

X3X4 0.007 X2X3X4 3.002 X1X3X4X5 0.000 

Where the values of EER and IER are (0.09, 0.002) respectively and that indicates the well performance of the 

proposed model.  

5. Conclusions  

This study  factorial analysis with Adaptive  to identify and evaluate the significant  and 

interactions that influence blood . By examining six primary  age (X1), genetic history (X2), salt  

(X3), physical activity (X4), blood  ( X5), and stress level (X6) the  aimed to provide a  

understanding of how  elements impact , both individually and in . The results  

that age and genetic  play critical roles as  predictors of  risk, aligning with  

medical knowledge. Additionally, salt  and physical activity were  as modifiable lifestyle factors 

substantially influencing blood  levels. Notably, the  of interactions  insights into how these 

 compound each other’s effects. For example, the  impact of high salt  and stress level was 

 to significantly  blood pressure beyond their  effects, highlighting the complexity of 

 hypertension risk. The use of  Lasso was instrumental in refining the  by selecting only the 
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most impactful variables,  enhanced model interpretation  and accuracy. This selective  allowed 

us to  the high dimensional nature of factorial designs effectively, reducing  noise from less influential 

 and focusing on  key drivers of blood . 

In , the findings of this  emphasize the multifactorial  of hypertension, with  lifestyle and 

genetic  contributing to its onset and severity. These  underscore the importance of  intervention 

strategies that consider  risk factors and their . Future research could  on this study by 

 additional health and environmental variables or  nonlinear interactions,  deepening our 

 of hypertension and informing  personalized health . 
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