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Abstract  

    Classification of network traffic is an important topic for network management, 

traffic routing, safe traffic discrimination, and better service delivery. Traffic 

examination is the entire process of examining traffic data, from intercepting traffic 

data to discovering patterns, relationships, misconfigurations, and anomalies in a 

network. Between them, traffic classification is a sub-domain of this field, the 

purpose of which is to classify network traffic into predefined classes such as usual 

or abnormal traffic and application type. Most Internet applications encrypt data 

during traffic, and classifying encrypted data during traffic is not possible with 

traditional methods. Statistical and intelligence methods can find and model traffic 

patterns that can be categorized based on statistical characteristics. These methods 

help determine the type of traffic and protect user privacy at the same time. To 

classify encrypted traffic from end to end, this paper proposes using (XGboost) 

algorithms, finding the highest parameters using Bayesian optimization, and 

comparing the proposed model with machine learning algorithms (Nearest 

Neighbor, Logistic Regression, Decision Trees, Naive Bayes, Multilayer Neural 

Networks) to classify traffic from end to end. Network traffic has two 

classifications: whether the traffic is encrypted or not, and the target application. The 

research results showed the possibility of classifying dual and multiple traffic with 

high accuracy. The proposed model has a higher classification accuracy than the 

other models, and finding the optimal parameters increases the model accuracy. 

 

Keywords: network traffic classification, machine learning algorithms, boosting, 

XGboost. 
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محجدة مدبقًا ، مثل حخكة  فخعي في ىحا السجال ، والغخض مشو ىؽ ترشيف حخكة مخور الإنتخنت إلى فئات
السخور العادية أو غيخ الطبيعية ، ونؽع التطبيق. تقؽم مععػ تطبيقات الانتخنت بتذفيخ البيانات اثشاء حخكة 
السخور و ترشيف البيانات السذفخة اثشاء حخكة السخور غيخ مسكؼ بالطخق التقميجية. ويسكؼ  لمطخق الاحرائية 

ة السخور التي يسكؼ ترشيفيا بشاء عمى الخرائص الاحرائية و نسحجة تمغ والحكائية العثؽر عمى انساط حخك
الخرائص. تداعج ىحه الاساليب في تحجيج نؽع حخكة السخور و حساية خرؽصية السدتخجم في نفذ الؽقت. 

 (XGboostْ  ) ولترشيف حخكة مخور الذبكة مؼ طخف الى طخف تقتخح ىحه الؽرقة , استخجام خؽارزميات
  ) و مقارنة الشسؽذج السقتخح مع خؽارزميات التعمػ الالي  Bayesian مسات العميا باستخجام امثميةوايجاد السع

Nearest Neighbor, Logistic Regression, Decision Trees, Naive Bayes, Multilayer 
Neural Networks) م لا لترشيف حخكة مخور الذبكة لشؽعيؼ مؼ الترشيفات , ترشيف ىل السخور مذفخ ا

وترشيف وحية السخور والتطبيق السدتيجف. اظيخت نتائج البحث امكانية ترشيف السخور الثشائي والستعجد 
بجقة عالية وان الشسؽذج السقتخح يتستع بجقة ترشيف اعمى مقارنة بباقي الشساذج , كسا ان ايجاد السعمسات 

 .السثمى يديج مؼ دقة الشسؽذج
1.  Introduction 

      Traffic classification is a key activity in network administration and cyber security since it 

categorizes network traffic into particular groups based on needs[1] . For example, in the 

realm of network management, traffic might be categorized based on different priorities to 

guarantee the network quality of service. Traffic can be identified as harmful or unauthorized 

traffic. Traffic can be separated into non-malicious or malicious traffic. Traffic encryption has 

recently become normal practice thanks to the extensive usage of encryption technologies in 

network applications[2, 3]. 

Detecting encrypted traffic entails distinguishing encrypted from unencrypted traffic, and 

several types of research have been conducted on this topic[4]. The detailed categorization of 

encrypted traffic indicates that the communication is related to certain applications [5, 6]. 

This work is relatively challenging due to the huge diversity of programs and versions. 

Connecting encrypted communication to an application (such as a chat or broadcast) is known 

as encrypted profiling traffic, and this task has lately received a lot of attention. 

This study is based on using statistics-based and behavior-based methods (machine learning) 

to classify traffic. The general workflow is as follows: first, manually design the traffic 

features; then extract, select, and configure these features to train the models. Finally, the 

traffic is categorized with these characteristics by the selected classifiers (Nearest Neighbor, 

Logistic Regression, Decision Trees, Naive Bayes, Multilayer Neural Networks). 

This study proposes a comprehensive method for classifying encrypted traffic using XGboost, 

a learning method based on the (boosting) principle; finding hyperparameters using Bayesian 

optimization; and comparing the proposed model with the machine learning algorithms 

selected in this study. 

2. Related works 

Wang et al. [7]: Data transmission collects a vast quantity of information about Web users' 

access, which is crucial for network security. The initial step in categorizing network traffic in 

defect detection is frequently extracting characteristics from these records. 

Gol et al. [8]: Approaches for categorizing traffic include DPI-based, port-based, behavioral, 

and statistical methods. These are typical machine learning approaches for classifying traffic, 

which need a large number of features. It is the first to employ data mining to identify 

malware, and it relies on three immutable features: strings, a portable executable (PE), and 

byte sequence. 

Salman et al. [9]: For Deep Learning-based identification, they looked at two data 

representation methods: raw packet-based representation and quasi-raw stream-based 

representation. They discovered that traffic anonymization and the fact that several packet 
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fields are data-dependent hurt the raw data representation. The flow-based representation, on 

the other hand, is sensitive to the number of packets utilized for categorization and traffic 

congestion. 

Seddigh et al.[10] have conducted research into the classification of secured packets on high-

speed networks. The dataset was gathered from the campus network, and despite the fact that 

there are over two hundred features, because of the high traffic bandwidth, feature selection 

was made. There are six classes in the dataset. Six different machine learning algorithms were 

utilized, and MLTAT (machine learning traffic analytics tool) was established as a 

framework. MLTAT was used to select hyperparameters, and binary and multiclassification 

were performed. The accuracy rate in the tests was above 88 percent for all courses, but the 

Web surfing class had a much lower average rate of success. 

Uğurlu et al.[11]: The researchers recommended using extreme gradient boosting (XGBoost), 

decision trees, and random forest classification algorithms to categorize network traffic by 

examining incoming and outgoing data via encrypted traffic. They discovered that, without 

decryption, it is possible to classify packets traveling through encrypted communication based 

on information such as size and length, and take security precautions. 

3. Machine learning model  

A. Logistic Regression 

It is a linear regression statistical model that allows modeling of a binomial variable in terms 

of a collection of predicted random variables, either numerical or categorical [12]. Forecasting 

in logistic regression is done by calculating the probability of an event with knowledge of the 

values associated with the event. Logistic regression uses several predicted variables, which 

can be numeric or categorical. Logistic regression is also known as the Logit model or the 

general classifier of entropy [13]. This modeling is widely used in many scientific and 

commercial applications. It is one of the most widely applied modeling methods in machine 

learning, as it is classified among the methods of controlled machine learning [14]. 

B. Nearest Neighbor 

The Nearest Neighbor algorithm is considered one of the most important and simplest 

directed machine learning algorithms that works with a supervisor [15, 16]. The Nearest 

Neighbor algorithm is considered a descriptive and predictive classification algorithm. It can 

deal with anomalous data. The principle of work of this algorithm depends on calculating the 

Euclidean distance between points, where the less the distance between two points, the greater 

the possibility of the points belonging to each other, hence the name of the algorithm. The 

algorithm will measure the distance between the target point and the nearest points to it [17]. 

C. Decision Tree 

The decision tree is one of the most important techniques through which the knowledge 

inherent in huge amounts of data is deduced and knowledge cases that support decision-

making are reached. Decision trees are a supervised learning method used for classification 

and regression [18]. Its objective is to create a model for predicting a given value by learning 

simple rules deduced from the characteristics of the data. The classification process is applied 

through a set of rules or conditions that determine the path followed from the root node and 

ends with one of the final nodes representing the final decision [19]. For all non-final nodes, a 

decision should be made about the next node. The decision is to choose a solution from 

several solutions to a particular problem. Therefore, decision-making is the choice of one of 

the available alternatives, so The decision-making process is a series of stages and procedures 

that lead to selecting the best alternative options in the end [19, 20]. 

D. Artificial neural networks (ANN) 

ANN is used for data mining to achieve high accuracy in many complex classification and 

prediction problems [21]. The ANN framework generates many patterns to solve various 

prediction and classification problems [22]. Electrochemical activity between a network of 
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brain cells known as neurons occurs as a continuous activity in our brain, and as a result, 

simulations of artificial neural networks are common in artificial intelligence research [22, 

23]. Artificial neural networks are made up of units connected by links. These connections are 

used to transport activity between the units, and each link has a weight that grows as the 

strength of the connection between the two units linked by this link increases. The stronger 

the connection between two units, the greater their weight. The information that we want to 

process is placed at the first layer of units, and the output of each neuron may be an input to 

another neuron, and each unit has a fictitious input whose value is equal to one, transmitted 

through a link that is also loaded with an initial weight [24, 25]. 

E. Naïve Bayes 

The Bayes' algorithm is one of the most famous Machine Learning and Analytics algorithms 

used in classification problems, particularly as it is characterized by its speed in processing 

and efficiency in prediction operations [26]. This method is based on the statistical concept of 

Bayes' theorem, which calculates the probability of a certain result occurring by verifying 

what is available and known, and it is called (naive) because it adopts the principle of 

independent hypotheses, as it depends on the independence of the relationship between the 

characteristics (Attributes Features) and each other. Because the model ignores any possible 

relationships between the qualities, they all contribute to the probability computation. An 

outcome is a number that has no relevance in describing the dependence of one attribute on 

another or the order value [27]. 

F. XGBoost 

XGBoost is a gradient-boosting tree model framework proposed by Chen. The basic idea of 

XGBoost is the same as GBDT [28]. For a dataset containing samples an feature   
        among them                  ,  an integrated treemodel can b used K Te 

predictive output of an addition function: 

       ∑         
 

   
     s …………………  (1) 

among them,                   
          is the regression tree (CART),   

Represents the structure of each tree, which maps a sample to the final leaf node, T is the 

number of leaf nodes, each FW, the structure of a single corresponding tree, is q and the 

weight is w the tree. Different from decision trees, each leaf node of each regression tree 

contains a continuous score. The use    Represents the first I Points on each leaf node [29]. 

4. practical framework: 

Dataset 

The ISCX VPN-NonVPN traffic dataset has been used [30-36]. The dataset includes two 

scenarios (A and B). Both scenarios contain a dataset of different times (15, 30, 60, and 129 

seconds) and 23 attributes that include network traffic attributes. The output of data set A has 

two categories (VPN and Non-VPN) as shown in Table (1), and data set B has seven 

categories as shown in Table (2). 

Table 1-VPN data category and content of scenario A 
Label Sample 

VPN 5632 

Non-VPN 5151 

 

Table 2-VPN data category and content of scenario B 
Label Type Sample 

BROWSING Firefox, Chrome 5000 

CHAT ICQ, AIM, Skype, Facebook, Hangouts 591 

FT FTP, SFTP 1340 

MAIL Email, SMTP, POP3, IMAP 907 

P2P Torrent 1813 

STREAMING Vimeo, YouTube, Netflix, Spotify 353 
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VOIP Facebook, Skype, Hangouts 778 

 

Proposed framework 

At this point, the data has been initialized for classification. The initialization process 

included converting categorical data to digital and then generalizing it because some models 

that use the concept of distance are affected by non-generalized data. After this stage, the data 

set was divided into training data and test data in a ratio of 20:80, training the selected models 

and then measuring the performance of each model as shown in Figure 1. 

 
Figure 1-Proposed framework. 

 

5. Evaluation criteria and experimental results 

The results have been analyzed and the proposed models trained in the open-source Python 

tool. To evaluate the models, comparisons, and proposed results, the data has been divided 

into two groups: the first for training and the second for testing, using (5 folds cross) because 

this option is widely used, especially if we have a limited amount of data set. The data set is 

randomly divided into five subgroups. The first group was used for testing and the remaining 

four groups for training. Finally, the average product of the five groups is calculated. This 

process is done for the six proposed algorithms to compare them in terms of efficiency. 

This paper uses the confusion matrix to represent the classification results to compare the 

classification model's performance, as shown in the table below: 
Class I predicted positive predicted negative 

The actual positive True Positive False Negative 

The actual negative False Positive True Negative 

True positive (TP) means that traffic belonging to category I is classified into a category I; 

false negative (FN) refers to traffic that belongs to category I and is classified as non-category 

I; false positive (FP) refers to traffic that is not a category I is classified as Category I. Based 

on the above concepts, give the accuracy, precision, and recall calculation method. 

          
     

           
                …………… (2) 

           
  

                      
              ………………. (3) 

        
  

     
                 …………….. (4) 

The different results were examined based on the algorithms of the classification process that 

were applied to the network traffic data set. Figures 2, 3, 4, and 5 show the performance of 
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machine learning algorithms in the case of binary classification of the selected metrics, and 

Figures 5, 6, and 7 represent the results of the algorithms for classifying the application used 

(multiclass classification). 

 
Figure 2- precision of binary classification scenario A 120s. 

 

 
Figure 2- recall of binary classification scenario A 120s. 
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Figure 3-Accuracy of binary classification scenario A 120s 

 

 
Figure 4- ROC of binary classification scenario A 120s. 

 
Figure 5- Precision of multiclass classification scenario B 120s. 
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Figure 6- Recall of multiclass classification scenario B 120s. 

 
Figure 7-Accuracy of multiclass classification scenario B 120s. 

 

From the results shown above, it is clear that the performance of XGboost and the decision 

tree were to some extent good, and the performance of the XGboost model has been 91% in 

the binary classification and 87% in the multiple classifications, while the decision trees 

achieved an accuracy of 88% in the binary classification and 81% in the multiple 

classifications The superiority of the algorithm is due to the use of the principle of gradient 

boosting learning, which gives more accurate results and addresses the problem of data 

imbalance at the same time. 

6. Conclusion 

Classification of encrypted traffic is a critical task in network management and cyber security. 

A network traffic classification model has been built based on six machine learning 

algorithms: Nearest Neighbor, Logistic Regression, Decision Trees, Naive Bayes, Multilayer 

Neural Networks, and XGboost. The study explored the possibility of modeling network 

traffic using supervised machine learning algorithms to determine encrypted and unencrypted 

traffic in addition to finding the type of traffic in terms of the requested website. The results 

showed that these features could be modeled and categorized. The best performance in 

classification was for the XGBoost algorithm, which reached an accuracy of 91% in binary 

classification and 87% in multiple classifications. Testing methods for features, selecting and 

finding different hyperparameters using swarms can give different results in future work. 
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