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1. INTRODUCTION 

As stated by Nurmasari (2019), water is an essential need for every human being and is essential to human existence 

[1]. Water is harvested and drained from upstream locations to downstream locations through the river [2]. The excess 

river water is hazardous as it may lead to floods and other natural disasters if there is no storage and purification system 

for water [3]. Flooding takes place when the water level rises above the normal threshold, whereby river water overflows 

and covers the nearby terrain. Floods most frequent in 2021 were from January to April, when there were 267 deaths and 

501 recorded floods [4]. According to historical statistics, the worst flood disasters occurred in 2002, 2007, and 2013. 42 

of the 168 subdistricts, or around 63.4% of DKI Jakarta's total subdistricts, were flooded in 2002. In DKI Jakarta, 16,041 

hectares, or 24.25% of DKI Jakarta's total area, were flooded to a depth of 5 meters. The flood that year was tragic and 

resulted in the deaths of 21 people among a total population of 381,266. 

There are numerous causes of floods, some of which include the poor filtration of water by poor soil, garbage that 

accumulates on riverbanks and disrupts the passage of water into the sea as well as elevating water levels at the 

downstream section of the river, and the intensity and length of extended rain [5]. 

A disaster, according to [6], is an occurrence or a chain of events endangering and disrupting the lives of people by 

either natural or human-made causes, resulting in damage to property, destruction of the environment, fatalities of humans 

or animals, and psychological effects. Disaster management is warranted to prevent or mitigate the effects of natural 

disasters like landslides, flooding, and earthquakes. In the post-disaster phase, disaster management entails emergency 

response, preparation, mediation or mitigation, rehabilitation, and reconstruction. "Mitigation" refers to any measure to 

lessen a disaster's effect or impact. There are two types of mitigating measures: structural and non-structural. The 

objective of structural mitigation is to minimize or eliminate the possibility of natural disasters. Policy measures, 

generation of awareness, enhancement of existing knowledge, and legislation are all examples of non-structural 

mitigation. The Gartner Group has been employed to define data mining as the act of digging through the majority of the 

data stored in storage media using pattern recognition tools, including mathematical and statistical methods, to create 
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new relations with meanings, habits, and patterns. To address the issue of information extraction from massive databases, 

data mining combines methods from various scientific fields, including machine learning, pattern recognition, statistics, 

databases, and visualization [7]. Data mining involves the extraction and discovery of applicable information and 

associated knowledge from various large-scale datasets by using statistical techniques, mathematics, artificial 

intelligence, and machine learning. Data mining, according to [8], is a series of processes that are utilized in investigating 

the value that is possible to extract from a data set in the form of previously unknown information. The following are key 

points of data mining based on the definitions provided [8]: 

1. Data mining automatically uses existing data. 

2. There is excessive data to be processed. 

Identifying patterns or relationships that would offer valuable leads for things is the goal of data mining. 

Classification is one of the processes that might be conducted in data mining. When Carolus von Linne (otherwise known 

as Carolus Linnaeus) initially classified plants according to their physical attributes, classification was first used on plants 

that classified a particular species. As [9] points out, he is also referred to as the father of categorization. There are target 

categorical variables in categorization. Researchers have come up with the following models and methods to solve cases 

of categorization [9]. 

a. Decision tree, b. Classifier of Bayes/naive Bayes, c. Artificial neural network, d. Statistical analysis, e. Genetic 

algorithm, f. Rough sets, g. K-nearest neighbor classification, h. Rule-based method, i. Memory-based reasoning, and j. 

Support vector machine. Artificial intelligence has also been employed to overcome the limitation in some past research. 

Another related study is known as Comparison of Data Mining Methods for Rainfall Prediction. Using C4.5, Naïve 

Bayes, and KNN algorithms subjected a range of AI algorithms to the test of forecasting rainfall. With an 11.97% error 

rate and an 88.03% rate of correctness, the study results indicated that out of the three algorithms employed, the most 

correct rainfall forecast was performed by the C4.5 algorithm [4]. But yet another research work is "Comparison of Data 

Mining Techniques in Flood Prediction Using Naïve Bayes and KNN Algorithms." With 88.94% accuracy and an error 

rate of around 11.06%, the KNN algorithm performs better compared to the other algorithm in predicting floods, as shown 

by the final results of both algorithms [11]. "Comparison of Random Forest Classification Algorithm and Support Vector 

Machine on Prediction Status of BPS Work Unit's Disaster Mitigation and Preparedness Index (IMKB) in Indonesia for 

the Year 2020" is the title of the following paper with the same topic. The conclusions determine that Random Forest 

classification is superior to SVM in terms of accuracy, precision, and recall values. In particular, Random Forest was 

superior to SVM with 78.22% accuracy, 75.54% precision, and 76% recall [11]. A branch of computer science referred 

to as artificial intelligence (AI) seeks to create computer programs that can carry out tasks requiring human intelligence. 

AI claims to endow computers with human learning, planning, problem-solving, and decision-making capabilities [12]. 

Machine learning, which is an area of artificial intelligence, focuses on the creation of computer models and algorithms 

that are able to learn from data and experience without being coded [13]. To help computers make choices based on data, 

identify patterns, and forecast outcomes is the general purpose of machine learning [14]. 

A supervised learning technique called machine learning uses sample data—labeled input-output pairs in advance—to 

train the model. For instance, an image and a label for the objects in the image are fed into a model. Upon being provided 

with new inputs, the model can make new predictions or classifications after having learned to recognize patterns in data 

[15]. Linear regression, KNearest Neighbor, Naïve Bayes, Support Vector Machine (SVM), Random Forest, and Neural 

Network are just a few of the algorithms utilized within supervised learning. Machine learning models based on 

unsupervised learning are provided with unlabeled input data. Taha and others [16] A comprehensive set of data mining 

as well as machine learning algorithms has been used in order to analyze large amounts of complex medical data for 

assisting physicians in deciding heart diseases. The study aims at using Sequential Minimal Optimization (SMO), Naive 

Bayesian, Random Forest, Stochastic Gradient Descent (SGD), Multilayer Perceptron, Adaboost, and Logistic 

Regression as classifiers and also comparing its performance with the Heart Stalog Dataset. To improve the performance 

of the selected classifiers, the Harmony Search Algorithm (HSA) was utilized as effective feature selection tools. Feature 

selection is a well-known problem for classification and dimension reduction in high-dimensional data sets. Only the 

most relevant attributes from the data sets will be chosen in the process of feature selection. The outcomes show the 

accuracy was enhanced in Random Forest from 87.037% and AdaBoost from 84.0741% to 92.123% and 94.234%, 

respectively, after executing HSA on a minimum number of attributes. The goal is to find hidden patterns or structures 

in the data. Models have the ability to simplify data by lowering its dimensionality or consolidating similar data according 

to equivalent features [17]. These are some of the challenges that include wastewater treatment, overcoming several 

barriers to enhancing energy efficiency, operating in a more stringent water quality standards environment, and 

maximizing opportunities for resource recovery. Computational models have been increasingly set up as today's powerful 

tools that respond to these diverse issues towards promoting the operational and financial efficacy of the different 

WWTPs. In this study, the application of several artificial intelligence (AI) algorithms to wastewater treatment plants 

(WWTPs), energy optimization, inflows into WWTPs, anomaly detection, and predictions of effluent properties is 

involved. In the area of wastewater treatment AI algorithms, essential gaps and prospects for the future include the data-

driven models' capacity for transfer learning [18]. The aim is to identify which model works better in allowing physicians 

to diagnose disease at the earliest possible time, minimizing the risk of disastrous outcomes. 
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2. THE PROPOSED METHODOLOGY 

 

         This approach outlines the process of comparing Support Vector Machine (SVM) and Decision Tree (DT) 

classifiers for flood prediction. Their performance is evaluated with respect to several different metrics against past 

hydrological and meteorological records. Collect data related to flood forecasting, such as historical rainfall, river flow 

rates, soil moisture, land use, topography, and meteorological indices. Data sources can include government agencies, 

weather stations, and remote sensing systems. 

 

2.1 Data Pr-processing  
Modeling relies heavily on the input data preparation. Modeling includes the assessment of input data quality and 

eventually enhancing the nature of inputs, selected stages, and time intervals. Modeling affects forecast outputs, like 

reliability and accuracy, directly. Pre-processing includes data cleaning. There must be a process of data cleaning in order 

to eliminate all the low-quality data, including the missing data. 

Following data set gathering, preprocessing entails the assessment of data quality and, by extension, enhancing the input 

types and activities employed. It has a direct influence on the projection model's performance and accuracy. 

Besides, raw data in the real world is not clean. There is noise. The big dataset register contains a lot of anomalous values 

that influence the conclusions of the study. Because great models are many times reliant on great data for data, the process 

of extraction, datasets are not always clean and can contain noise, too little data, redundant or incorrect data, and missing 

values. Lost data is a common error in many factual data types. Noise removal or elimination is employed to rectify lost 

values. The study applied the method of filling in missing character traits to meet the requirement of completeness. Errors 

in information like wrong feature values resulted in missing values for features. In this step, the result depends on data 

state; thus, a proper dataset is an essential factor in the outcome of categorized results, as this process decreases data 

complexity and offers better conditions for additional analysis. If the total number of missing data points is large enough, 

it is not possible to eliminate all the variables with missing values from the sample. In order to determine any null values, 

each row was compared to each column. If there are null values, then the mean value will replace all other values in the 

same time period in the data set of the column. Feature selection was the following task during preprocessing. 

  

2.2 Data Cleaning 
 

Missing Values: Use imputation methods or delete incomplete records. 

Outlier Detection: Identify and resolve anomalies that may skew the results. 

Normalization/Scaling: Especially applicable to SVMs because they are scale-sensitive features. 

 

2.3 Feature Selection 
Choose the most prominent features influencing flooding. Techniques such as correlation analysis. Feature selection 

plays a significant role in the performance of flood forecasting models. While Decision Trees provide high interpretability 

and training efficiency, SVM optimally generalizes by utilizing the best subsets of features. The choice of feature 

selection methods, e.g., correlation-based selection methods such as Pearson and Spearman correlation, can enhance 

model precision and performance. Pearson Correlation computes the linear correlation among features and removes 

highly correlated features. If the correlation between two features is high (above a specified threshold, e.g., 0.8), then one 

of them is removed to prevent redundancy and multicollinearity. 

 

2.4 Data Splitting 
A- Training and Testing Sets: 

Divide the dataset into training and test subsets such that the test set is representative of the entire data distribution. 

B- Cross-Validation: 

Use techniques such as k-fold cross-validation to assess the stability of the model and reduce the influence of variance 

in training data. 

2.5 Classification  
 A- Support Vector Classifier  

 

One of the most popular supervised learning techniques that is highly regarded for its high effectiveness in 

classification problems is the Support Vector Classifier (SVC). 

SVC has high performance and high flexibility and is therefore widely applied in many varied applications like medical 

diagnosis, text classification, and image classification. In this essay, the Support Vector Classifier and its basic 

principles, applications, and daily applications will be discussed in detail. A support vector classifier is a type of 

supervised learning method used for binary and multiclass classification. SVC aims to find the optimal hyperplane that 

maximally separates the classes in the feature space, which is different from the usual classification approach. To get 
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the maximum margin—that is, the distance between the hyperplane and the closest data points of both classes—the 

hyperplane is positioned relative to the support vectors [18]. 

Key Components of Support Vector Classifier:[19] 

Hyperplane: A hyperplane is an option boundary in SVC that separates the classes in feature space. The binary 

classification hyperplane is a plane in two dimensions or a plane in three dimensions. In multiclass classification, 

different class combinations are separated through multiple hyperplanes. 

Support Vectors: Support vectors are the closest points' positions to the hyperplane and also have a significant role in 

deciding its position. These decide the process of optimization that finds the best hyperplane and establishes the 

margin. 

Kernel Trick: SVC can solve nonlinear classification problems thanks to the kernel trick, which transforms the input's 

original space to a higher dimension where there are linearly separable classes. Common kernel functions are the 

sigmoid polynomial with linear and radial basis functions (RBF). 

The classification problem for the linearly separable training vectors xi is as defined below: [20] 
f (x) = sgn(ωT x + b)                                                                                                                                    

where ω is normal to the hyperplane and b is a bias term, which should satisfy the following conditions: 

yi (ωT xi + b) ≥ 1, i = 1, 2, ... , l                                         (1) 

By finding the optimum separation hyperplane, SVc aims to set the margin to the maximum amount between positive 

and negative examples. Under the conditions in equation below, being a convex quadratic programming problem, the 

optimum separator hyperplane is that which achieves the minimum value of 1 ωT ω, with 2/ω being the margin. For the 

linear non-separable case, constraints of equation (2) are relaxed by introducing a new set of non-negative slack variables 

ξi i 1, 2, l as a constraint violation measure, as noted below) 

yi (ωT xi + b) ≥ 1 — ξi , i = 1, 2, ... , l                         .   

The following formula is minimized by the ideal hyperplane: 

1

2
𝜔𝑡𝜔 + λ ∑ 𝜉𝑖                     (2)                                            

𝐼

𝑖=1

 

where –λ is a parameter used to penalize variables ξi, subject to constraints in equation above. figure (1) shows the 

flowchart of the SVM 

 
                                                       FIGURE 1. – SVM Flowchart 

 

B-  Decision Tree Classifier 

One of the most popular techniques used for data classification is the decision tree classifier (DTC). The most 

important characteristic of DTC is the capability to decompose complex decision-making processes into the 

identification of a solution that is comprehensible and simpler to interpret [21]. 

Using decision trees, classification models with a tree structure can be established. A decision tree divides a dataset into 

smaller and smaller subgroups. A decision tree is constructed step by step in this manner. A decision A tree with 

decision nodes and leaf nodes is the ultimate output. A decision node includes at least two branches. A leaf node 

contains the classification decision. Typically, a node at the top of a tree for the best predictor is referred to as the root 

node. Decision trees can be used for both numerical DTs and categorical data [22] as predictive models that make use 

of a tree-like analysis of the data. They are particularly intended for supervised data mining. DT induction [23] includes 

two phases mainly. Once the entire tree is built, an algorithm is used to scan duplicate and repetitive subtrees. DT is 
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pruned if there is such a subtree. Pruned DTs are developed faster and more stable. Sub-regions are created within the 

data set via decision tree modeling [24]. 

C4.5 uses an algorithm based on information that is theoretically quantified in the form of "gain" and "gain ratio" to 

construct a decision tree from training data. All samples have the same format when given a training set (TS). By and 

large, the food product training set (TS) divides into two classes: acceptable level (AL) and unacceptable level (UL). 

Subsequently, the information (I) required to determine the class of a TS element is provided by 
I(TS) = (|AL|)/(|TS| )  log2 |(|AL|)/(|TS| ) −  (|UL| )/(|TS| )log2  (|UL| )/(|TS| )            (3) 
                                                   Entropy = – ∑(p(i) * log2(p(i)))                                  (4) 

where p(i) is the proportion of data points in the set that belong to class i.  

The information acquired on one feature is a distinction between the information which must be employed to decide on 

a TS element and the information required to discriminate a TS element when meaning for the function was previously 

established. Therefore, the knowledge attained on xk is 

 Gain (xk, TS) = I(TS) − I(xk,. TS)                                                    

To amend this flaw, an error-based method is used to prune the decision tree simply replace an entire subtree with a 

node with leaves [25]. figure (2) shows the flowchart 

                         
 

FIGURE 2. – SVM Flowchart 

 

3. RESULTS  

In this section, we will discuss the proposed steps to process flood disister classification using SVM and decision 

tree  

 

3.1. Data Collection 

140 rows and 21 columns make up the data set of the numerical flood calculation in this study. Every row consists of 

a sequence of factors that describe the flood. Agricultural practices, drainage systems, climate, topography, and drainage 

were among the factors that were gathered, as shown in Table 1. 

Four artificial intelligence technology pre-processing procedures were used, and since the data was gathered from the 

site and compiled immaculately, there was no missing data. These procedures are as shown: Using Python, the initial 

portion of the 

This made it difficult to collect the data, which was collected over a period of one year due to the challenges and 

obstacles that the researchers faced in order to collect the data in a way that allows it to be analyzed using artificial 

intelligence techniques. The data was collected so that all the parameters were present at the same time, and it was also 

present (whether there was a flood or not). 

This is because artificial intelligence requires three steps for analysis (training, testing, and investigation). 
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Table 1. - Sample of the Data Set 

Monsoon Intensity 1 0 0 3 1 1 8 0 1 4 3 

Topography Drainage 8 7 1 4 3 4 3 0 2 2 7 

River Management 1 4 0 0 2 1 1 1 8 3 2 

Deforestation 8 4 7 1 0 4 2 7 1 1 0 

Urbanization 0 8 3 4 4 2 3 1 4 8 0 

Climate Change 4 8 7 8 4 4 7 1 1 0 3 

Dams Quality 4 3 1 4 3 0 3 3 2 1 2 

Siltation 3 1 1 7 3 0 4 1 4 1 3 

Agricultural Practices 3 4 4 0 3 7 0 1 1 7 3 

Encroachments 4 0 1 8 3 1 7 1 1 0 2 

IneffectiveDisasterPreparedn

ess 

2 9 0 1 1 1 1 3 2 4 0 

Drainage Systems 1 7 7 2 2 3 2 1 9 0 9 

Coastal Vulnerability 3 2 3 4 2 1 1 3 2 3 1 

Landslides 3 0 7 7 0 1 0 1 7 3 2 

Watersheds 1 3 1 4 0 4 4 1 3 4 1 

Deteriorating Infrastructure 4 1 0 4 4 4 1 8 4 4 4 

Population Score 7 3 8 0 1 0 0 0 0 3 1 

Wetland Loss 1 3 2 1 2 8 3 8 4 3 8 

Inadequate Planning 7 4 3 7 3 3 4 1 1 1 8 

Political Factors 3 3 3 1 1 2 0 0 1 0 1 

Flood Probability 0 1 0 0 0 0 0 0 0 0 0 

 

The dataset provides insights into the factors influencing flood probability, revealing both expected and unexpected 

patterns. 

 

3.2 Applying SVM to the flood Classification  

The data were split at random into training and test sets, 70%) allocated to training and 30% reserved for testing. In 

order to achieve a proper estimate and avoid the effects of partitioning data, classification techniques were all tested in 

terms of 10-fold cross-validation, over an average of 10 different partitions. This allowed classification performance 

measures to be compared in full. 

 

3.3 Performance Evaluation of Model Applied 

After partitioning the data into training and testing sets, the model development commenced using the training 

dataset, consisting of 98 cases.  Figure (3) show the confusion matrix  
 

 
 

FIGURE 3. - Confusion matrix for SVM 
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Table 2. – SVM Accuracy  

support f1-

score 

recall precision 
 

84 0.93 0.94 0.92 0 

56 0.89 0.88 0.91 1    
0.91 accuracy 

140 0.91 0.91 0.91  macro avg 

140 0.91 0.91 0.91 weighted       

avg  

 

 

Accuracy: 91% → The model correctly predicted 91% of all instances. 

Macro Average (0.91) → Equal weight for both the classes, denoting balanced performance. 

Weighted Average (0.91) → Accounts for the number of samples in each class, with generally good performance 

overall. The model is better but slightly prejudiced towards Class 0 (No Flood) against Class 1 (Flood) because the 

recall value for Class 1 is lower (0.88). If flood prediction is crucial, then recall for Class 1 (i.e., detection of true flood 

events) would be higher. Modifying the threshold of the decision, employing alternative algorithms, or addressing class 

imbalance (if it exists) might also improve predictions. 

 

 

3.4 Applying Decision Tree to the flood Classification  
The dataset was randomly split into training and test datasets, with 70%) allocated for training and the remaining 

30% for testing. To ensure a fair assessment and mitigate data partitioning effects, all classification methods underwent 

evaluation using 10-fold cross-validation, averaged across 10 separate partitions. This approach allowed for a 

comprehensive comparison of classification performance metrics. 

 

3.5 Performance Evaluation of Model Applied 
After partitioning the data into training and testing sets, the model development commenced using the training 

dataset, consisting of 98 cases.  Figure (4) show the confusion matrix  

 

 
 

 

FIGURE 4. - Confusion matrix for Decision Tree 

 

Table 3. – Decision Tree Accuracy  

 

support   f1-score recall precision 
 

84 0.96 1 0.92 0 

56 0.93 0.88 1 1 

140 0.95 
  

accuracy 

140 0.95 0.94 0.96  macro avg 

140 0.95 0.95 0.95 weighted avg  
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Accuracy: 95% → The model correctly predicted 95% of all instances. 

Macro Average (0.96 Precision, 0.94 Recall, 0.95 F1-score) → Suggests an overall high-performing model. 

Weighted Average (0.95 for all metrics) → Confirms balanced outstanding performance. 

The model reliably identifies No Flood instances (100% recall for Class 0) but does not identify all actual flood instances 

(88% recall for Class 1). 

Accuracy for floods (1.00) is very good, i.e., when the model predicts a flood, it's almost always correct. 

But lower recall for floods (0.88) means that not all flood events are detected. This could be an issue in real-world cases 

where missing a flood event is costly. 

3.6. Comparison between models 

Table 4 displays a comparison solely for the testing dataset. This comparison identifies the superior classifier based on 

this dataset. The findings indicate that the ANN model outperformed LDA, demonstrating higher accuracy and 

efficiency in classification. 

 

Table 4. - Comparison between models 

Metric SVM Decision Tree Difference 

Accuracy 91% 95% +4% (Improved 

overall performance) 

Precision (No Flood - Class 0) 0.92 0.92 Same (Model 

maintains precision 

for non-flood cases) 

Recall (No Flood - Class 0) 0.94 1 +6% (Perfectly 

classifies non-flood 

cases) 

F1-Score (No Flood - Class 0) 0.93 0.96 3% 

Precision (Flood - Class 1) 0.91 1 +9% (No false 

positives for floods) 

Recall (Flood - Class 1) 0.88 0.88 Same (Still misses 

12% of actual flood 

cases) 

F1-Score (Flood - Class 1) 0.89 0.93 4% 

Macro Average (Precision, Recall, F1-Score) 0.91, 0.91, 0.91 0.96, 0.94, 0.95 Improved across all 

Weighted Average (Precision, Recall, F1-Score) 0.91, 0.91, 0.91 0.95, 0.95, 0.95 Improved across all 

 

 

Better Accuracy (+4%), The decision tree classifier is more accurate in predicting flood and non-flood cases. 

Perfect Recall for No Flood Cases 

The new classifier never makes a mistake by misclassifying any non-flood cases (100% recall for Class 0). 

This means better generalization for areas unlikely to flood. 

Better Precision for Flood Cases 

The new classifier predicts flood only when it is certain (100% precision). 

No false alarms (false positives) for floods. 

Same Recall for Floods (88%) The downside is that it still fails to detect 12% of actual floods (false negatives). This 

could be dangerous in real-life use where the failure to pick up a flood event has catastrophic consequences. (1) 
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4. CONCLUSION 

         To forecast flood occurrences based on different environmental and urbanization parameters, the present study 

compared the performance of Support Vector Machine (SVM) and Decision Tree classifiers. Both models are excellent, 

but the result shows that the Decision Tree classifier performs better than SVM with 95% accuracy compared to 91%. 

The decision tree model reduced false alarms by achieving 100% recall for non-flood cases and demonstrating greater 

precision in predicting floods. The occurrence of some flood events was excluded, however, since the models both 

registered an 88% recall in flood cases. The findings indicate that urban planning, efficient drainage systems, and 

emergency preparedness contribute significantly to flood mitigation. The study also indicates the need to select the best 

classification model to ensure memory and accuracy balance when forecasting floods. Future studies need to utilize deep 

learning techniques, hybrid models, and feature selection to improve flood recall rates. Moreover, blending real-time 

observation with climate forecast models can enhance flood threat assessment and response planning. Decision 

Tree method ruled out false positives as it showed optimum recall (1.00) for non-flood cases and higher accuracy (1.00) 

for the prediction of flood. Both algorithms struggled with recalling floods (0.88), i.e., 12% 

of actual floods were missed. This could potentially have significant operational implications for disaster 

management of flood. Among the principal conclusions of this study are the following: 

 

1. Disaster preparedness is paramount; areas where disaster management systems fail are far more likely to have 

floods. 

2. Flood hazards are influenced by urbanization and drainage facilities: Urban sprawl and inadequate drainage 

greatly contribute to the flood risk. 

3. Climate change influences flood patterns: Future models need to take into account increasing rainfall intensity 

and climate-fueled extreme weather conditions. 

4. Flood prediction requires model choice with utmost care. Decision trees are superior to SVM in terms of 

precision and accuracy, but there is a need for additional recall improvement for all cases of floods to be 

identified. 

5. Real-time data integration is crucial. Real-time rainfall, river level observation, and land use changes could also 

add to precise flood forecasting. 
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