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1. INTRODUCTION 

Parkinson's disease (PD) is a chronic, progressive neurodegenerative disorder that affects millions of individuals 

globally [1]. It is primarily characterized by motor symptoms such as bradykinesia (slow movement), resting tremors 

(tremors when the limbs are at rest), muscular rigidity, and postural instability (difficulty with balance) [2]. PD also 

ABSTRACT: Parkinson’s disease (PD) is a progressive neurodegenerative disorder that can severely impair speech, 

and therefore its early detection is important for the management of patients. Conventional diagnostics are often 

invasive, language-dependent, and are not sensitive in the early phase. Hence, there is an urgent need for a robust, 

non-invasive, and language-agnostic solution. To improve the classification performance, this study introduces a 

novel diagnostic framework based on the analysis of speech signals using a Long Short-Term Memory (LSTM) neural 

network optimized by the programming of the Grasshopper Optimization Algorithm (GOA). As a measure to decrease 

complexity by maximizing class separability, the proposed framework employs Linear Discriminant Analysis (LDA) 

for dimensionality reduction. At the same time the LSTM is the main deep learning model, which is trained by using 

speech samples collected from healthy controls and PD patients to recognize the temporal speech patterns of PD. 

GOA optimizes the hyperparameters and guarantees better performance while the training convergence is rapid and 

very efficient. Two publicly available speech datasets were used to evaluate the model, NeuroVoz (Castilian Spanish) 

and EWA-DB (Slovak). It obtained accuracies of 99.45% and 99.71%, respectively, outperforming existing methods 

in both precision and generalizability. These findings emphasize the potential of emerging hybrid techniques such as 

the integration of deep learning and swarm intelligence and using techniques such as feature engineering for swift, 

accurate, and scalable diagnosis of Parkinson’s in multiple languages. 
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affects many individuals in non-motor ways [3]. These include cognitive decline, speech impairments (related to the 

modulation and rhythm of speech, as well as to handwriting), and mood disorders (like depression and anxiety). PD was 

first described in 1817 by James Parkinson, an English physician [4]. 

In recent years, there has been an increasingly enthusiastic application of artificial intelligence, especially among its 

subsets, machine learning (ML) and deep learning (DL) techniques, to affect the early detection of PD [5]. One of the 

prominent approaches not involving direct invasion of the body is speech signal analysis, and its application to possible 

PD detection has arisen from the logical extension of what we do know about PD. In its common vocal forms, PD can 

theoretically be detected, with quite a few reported attempts to do so, by analysing and quantitatively evaluating the 

speech of someone with the disorder [6]. 

LSTM networks, a type of deep learning architecture, are particularly well suited to the modelling of speech signals 

because they can capture temporal dependencies and sequence dynamics [7]. However, the effectiveness of these models 

is highly contingent on the tuning of hyperparameters and the selection of informative features [8]. This apparently simple 

necessity has made optimization algorithms an integral part of the construction of any effective speech processing model 

[9]. Among these algorithms is the Grasshopper Optimization Algorithm (GOA), a nature-inspired metaheuristic that has 

demonstrated considerable success in high-dimensional search spaces and is well suited to the problem at hand [10]. 

In this research, we present a hybrid diagnostic framework that uses LSTM networks and GOA for detecting PD 

from speech data [11]. To enhance feature separability and reduce model complexity, we employ Linear Discriminant 

Analysis as a dimensionality reduction technique [12]. We evaluate the framework on two recent, linguistically diverse 

datasets—NeuroVoz and EWA-DB. We find the approach generalizes well across different speech patterns. We achieve 

high classification accuracy on both datasets, demonstrating the robustness and scalability of the speech-based diagnosis 

framework. 

2. RELATED WORK 

The detection of Parkinson's disease (PD) using artificial intelligence (AI) has sped along rapidly over the past decade 

[13]. In detection, especially when it comes to PD, the focus has been on non-invasive methods. Of the modalities that 

could be used to this end, speech signal analysis has received the most attention. That makes sense, given that Parkinson's 

impacts the vocal apparatus. The problem is that the impact of PD on human speech is, in its nascent form, pretty difficult 

to detect [14]. Still, vocal biomarkers offer a unique opportunity because they are subtle enough to be used in an AI's 

computational engine [15]. 

Early investigations in this area mainly depended on conventional machine learning classifiers implemented on 

manually curated acoustic features. These features—"handcrafted" to the extent that recent deep learning approaches 

might consider them artifacts of an earlier era—tended to be reasonably well understood, and (more or less) to have the 

degree of intelligibility needed to warrant their use as a basis for classification (or regression, in the case of prosodic 

features) [16]. 

Typical features included jitter, shimmer, harmonics-to-noise ratio (HNR), and pitch variability—acoustic measures 

that can be reliably obtained with considerable domain expertise (e.g., in psycholinguistics) and from reasonably well-

controlled (in a noise-and-reliability sense) laboratory conditions [17]. Another set of features included Mel-frequency 

cepstral coefficients (MFCC), which were also quite well understood—and which also had the degree of intelligibility 

needed to use them as a basis for classification (or regression) [18].  

Still another reason these features were chosen is that they were amenable to use with standard classifiers. Support 

Vector Machines (SVM), k-Nearest Neighbors (KNN), and Decision Trees could be trained quite effectively—using 

dramatic speedup effects from the domain expertise mentioned earlier [19]. 

Deep learning is a significantly transformative force in the research area of PD detection [20]. It is not a single model 

but a suite of models that are capable of learning extraordinarily complex and high-dimensional patterns directly from 

raw or only slightly processed data [21]. Of all the models in this suite, two very natural candidates for PD detection tasks 

are the Recurrent Neural Network (RNN) and a special version of the RNN known as the Long Short-Term Memory 

(LSTM) network. These networks are particularly well-suited for learning from data with a natural sequential or temporal 

organization, such as human speech [22]. 

In addition to the advancements in model architecture, performance has also benefited from progress in optimization 

techniques. Algorithms such as Genetic Algorithms (GA), Particle Swarm Optimization (PSO), and more recently, the 

Grasshopper Optimization Algorithm (GOA), have been applied to hyperparameter tuning, and quite efficiently, we 

might add. These metaheuristic algorithms simulate natural or swarm-based behaviours to search through the vast 

hyperparameter spaces [23]. When they do, the performance of our deep learning models improves and the configuration 

of the models becomes less reliant on human hands [24]. 
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Also, of prime relevance to making models interpretable and less computationally intensive is the problem of 

choosing which features to use, or the related problem of reducing the dimensionality of the data in some way that still 

retains essential information [25]. Linear Discriminant Analysis (LDA) has been used a lot in this context because of its 

ability to maximize class separability while minimizing (and often, it seems, completely avoiding) information loss [26]. 

It turns out that LDA can also be integrated with optimization techniques and can yield very useful results in these 

contexts [27]. 

Also, hybrid designs that fuse optimization algorithms and deep learning structures are becoming a trend in some 

circles. These constituents aim to mix the best of both worlds, letting neural networks do what they do best—model 

difficult problems—and letting optimization algorithms do what they're good at—efficiently finding solutions to a nearly 

infinite number of candidates [28]. 

Despite these advancements, current research often contends with a lack of data diversity, dependence on language, 

and real-world applicability. Many datasets are either too small or constrained to a single language or recording 

environment, which severely limits the potential generalization of the resulting models. We feel that integrating 

multilingual and cross-cultural speech datasets into a diagnostic system is a necessary next step if we are to truly develop 

robust and universally applicable systems. Additionally, future research must integrate clinical validation and user-centric 

design principles into the development process if these systems are to enjoy any kind of real-world applicability. 

3. PROPOSED METHODOLOGY 

This research provides a mixed diagnostic framework that draws together LSTM neural networks and the GOA for 

diagnosing PD from speech signals. The proposed method has several main parts: preprocessing the data, extracting 

speech features, and then classifying the data with a deep learning model. Between the extraction of the feature and the 

classification are two critical components that ensure the model works well: dimensionality reduction using LDA and 

hyperparameter optimization. 

This study takes an interdisciplinary approach to PD diagnosis via speech signals by considering computer science, 

statistics, and linguistics [29]. 

3.1. DATA PREPROCESSING 

The input data consists of spoken recordings from individuals with and without Parkinson's disease. To make sure 

the model is trained on clean and consistent data, a thorough preprocessing phase has been carried out. This includes 

noise removal, dealing with missing values by careful statistical imputation, normalization of feature scales using Min-

Max Scaling, and removal of redundant or duplicate instances to make overfitting much less likely. Outliers have been 

examined to distinguish between legitimate and expected physiological variations and noise artifacts; only the latter have 

been discarded [30]. 

1. Imputation of Missing Values 

Represent the dataset as a matrix 𝑋 = {𝑥𝑖𝑗}, such that 𝑥𝑖𝑗  denotes the value of the 𝑗 −  𝑡ℎ feature for the 𝑖 - 𝑡ℎ 

instance. When values are missing, replace them with the feature-wise mean [31]. 

 

𝑥𝑖𝑗
𝑖𝑚𝑝𝑢𝑡𝑒𝑑

= {

𝑥𝑖𝑗,                                      𝑖𝑓 𝑥𝑖𝑗 𝑖𝑠 𝑛𝑜𝑡 𝑚𝑖𝑠𝑠𝑖𝑛𝑔

1

𝑛𝑗
𝛴𝑘=1

𝑛𝑗
𝑥𝑖𝑗 ,           𝑖𝑓 𝑥𝑖𝑗  𝑖𝑠 𝑚𝑖𝑠𝑠𝑖𝑛𝑔                   (1) 

 

Where 𝑛𝑗 is the number of non-missing values in feature 𝑗. 
 

2. Min-Max Normalization 

Each feature x𝑗 is normalized to fall within a uniform range of [0, 1] using the following formula [32]: 

 

𝑥𝑖𝑗
𝑛𝑜𝑟𝑚 =

𝑥𝑖𝑗−𝑚𝑖𝑛(𝑥𝑗)

𝑚𝑎𝑥(𝑥𝑗)−𝑚𝑖𝑛(𝑥𝑗)
                                                       (2) 

Where: 𝑚𝑖𝑛(𝑥𝑗) and 𝑚𝑎𝑥(𝑥𝑗)are the minimum and maximum values of feature 𝑗, 𝑥𝑖𝑗
𝑛𝑜𝑟𝑚 is the normalized value 

of 𝑥𝑖𝑗  

3. Outlier Detection via Z-Score 

The z-score method is used for the detection and elimination of statistical outliers and is applied feature-wise [33]: 

𝑧𝑖𝑗 =
𝑥𝑖𝑗−𝜇𝑗

𝜎𝑗
                                                                          (3) 

• An instance 𝑥𝑖𝑗  is considered an outlier if ∣𝑧𝑖𝑗∣ > 𝜏, where 𝜏 is a user-defined threshold (typically 𝜏 = 

3). 

• 𝜇𝑗 is the mean of feature 𝑗. 
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• 𝜎𝑗 is the standard deviation of feature 𝑗. 
 

4. Duplicate Removal 

Let 𝑋∈𝑅𝑛×𝑑 denote the dataset with 𝑛 samples and 𝑑 features. Duplicate samples are identified as [34]: 

  

𝑥𝑖 = 𝑥𝑘  𝑓𝑜𝑟 𝑠𝑜𝑚𝑒 𝑖 ≠ 𝑘 → 𝑟𝑒𝑚𝑜𝑣𝑒 𝑥𝑘                                           (4) 

 

Where: 𝑥𝑖 and 𝑥𝑘   are identical vectors in feature space. 

3.2. FEATURE EXTRACTION AND DIMENSIONALITY REDUCTION 

A variety of speech features is extracted to capture the acoustic and prosodic characteristics relevant to PD, including 

jitter, shimmer, MFCC, measures of spectral and temporal properties, and prosodic features such as pitch variation. 

Because the base feature set is large and the extracted features are often somewhat redundant, we employed LDA on the 

training data to reduce the dimensionality of the feature space and make our classifiers work better. LDA constructs a 

linear combination of features that best distinguishes between the PD and non-PD classes. 

To achieve the greatest possible separability between classes, Linear Discriminant Analysis computes a projection 

vector—called w —that pushes the classes as far apart from each other as possible, relative to how close together the 

members of a class are. In the ideal case, a projection onto w maximizes the ratio of between-class variance to within-

class variance [35]. 

𝑤 = 𝑎𝑔𝑟 𝑚𝑎𝑥𝑤
𝑤𝑇𝑠𝑏𝑤

𝑤𝑇𝑠𝑤𝑤
                                                       (5) 

 

where 𝑠𝑏  and 𝑠𝑤  denote the between-class and within-class scatter provisions, respectively. The resulting 

projection extends the discriminative capability of the curtailed feature space. 

 

Algorithm 1: Feature Extraction and Dimensionality Reduction 

Input: Raw speech signals S = {s₁, s₂, ..., sₙ} 

Output: Reduced feature set F_reduced 

1  Initialize empty feature matrix F ← ∅ 

2 for each speech sample sᵢ ∈ S do 

3 Extract acoustic features: 

4          - Jitter 

5          - Shimmer 

6          - Pitch variation (F₀ mean and standard deviation) 

7          - MFCCs (Mel-Frequency Cepstral Coefficients) 

8          - Spectral Entropy 

9          - Zero Crossing Rate (ZCR) 

10     Concatenate all features into a feature vector fᵢ 

11     Append fᵢ to feature matrix F 

12  end for 
  

13  Define class labels Y = {y₁, y₂, ..., y} ⟵ {PD, Non-PD} 

14  Apply Linear Discriminant Analysis (LDA): 

15      Compute within-class scatter matrix S_w 

16      Compute between-class scatter matrix S_b 

17      Solve the generalized eigenvalue problem: 
 

        S_b w = λ S_w w 

18      Select top k eigenvectors corresponding to the largest eigenvalues 

19      Transform original feature matrix: 
 

        F_reduced = F × W_k // W_k: selected projection matrix 

20 return F_reduced 

 



Saif Alsudani et al., Wasit Journal for Pure Science Vol. 4 No. 2 (2025) p. 56-75 

 

 60 

Algorithm 1 presents the structured procedure for feature extraction as well as dimensionality reduction that are 

the cornerstones for the proposed framework to detect Parkinson’s disease. The algorithm starts with each of the input 

speech signals, extracting an extensive array of acoustic/prosodic features, including jitter, shimmer, pitch, variation of 

MFCCs (Mel-Frequency Cepstral Coefficients), spectral entropy, zero-crossing rate, etc. The resultant features are 

subsequently amalgamated into a singular feature vector representation per sample, culminating in a comprehensive 

feature matrix that captures the essential characteristics of vocal behavior. After building the complete set of features, 

Linear Discriminant Analysis (LDA) is employed to transform the data into a lower-dimensional feature space with 

improved class separability. This is done by calculating the within-class scatter matrix and the between-class scatter 

matrix and solving the generalized eigenvalue problem to find projection vectors that produce the highest discrimination. 

The transformed feature matrix, now in a reduced dimensionality and greatly improved class distinction format, will 

become the input of the next classification stage. In addition, Algorithm 1 aims to retain only the most informative 

features without maintaining all the other features, thereby reducing computation complexity and keeping only the 

necessary characteristics for the diagnosis of Parkinson disease [36]. 

3.3. LSTM-BASED CLASSIFICATION MODEL 

A diminished group of features is fed into an LSTM network, chosen for its capability to capture temporal 

dependencies in sequential speech data. LSTM units are especially good at remembering long-term context, which is 

vital when trying to understand the kinds of alterations in voice that modulations and rhythm abnormalities of 

Parkinsonian speech represent. The architecture of the network is such that there is an input layer for the features chosen 

by the LDA, one or more hidden LSTM layers, and a last layer that is fully connected and outputs a SoftMax for binary 

classification [37]. 

Algorithm 2: LSTM-Based Classification Model 

Input: Reduced feature set F_reduced = {x₁, x₂, ..., xₙ}, Class labels Y = 

{y₁, y₂, ..., yₙ} 

Output: Predicted class labels Y_pred 
  

1  Initialize LSTM Network Parameters: 
 

       - Input size: d (number of features after LDA) 
 

       - Hidden layer size: h 

  
 

       - Number of LSTM layers: L 
 

       - Output size: 2 (PD, Non-PD) 
 

       - Activation function: Softmax 
  

2  Define LSTM network architecture: 
 

       - Input Layer ← xᵢ ∈ ℝᵈ 
 

       - LSTM Layers ← L layers, each with h hidden units 
 

       - Fully Connected (Dense) Layer ← size 2 
 

       - Output Layer ← Softmax activation 
  

3  for each training epoch do 

4      for each training sample xᵢ in F_reduced do 

5         Pass xᵢ through LSTM layers to compute hidden states h_t 

6         Apply Fully Connected Layer: 
 

              z = W × h_t + b 

7          Apply Softmax activation: 
 

              ŷᵢ = Softmax(z) 

8          Compute loss using cross-entropy: 
 

              L = -∑ yᵢ log(ŷᵢ) 

9         Backpropagate loss through LSTM layers 

10        Update weights using RMSprop or chosen optimizer 
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11     end for 

12  end for 
  

13  For each test sample xᵢ ∈ F_test: 

14      Predict class label: 
 

          y_predᵢ = argmax (Softmax (LSTM(xᵢ))) 
  

15  return Y_pred 

 

The LSTM-based classification model, which forms the main prediction engine of the proposed framework for 

Parkinson’s disease detection is trained and implemented based on the steps detailed in Algorithm 2. The first step in the 

algorithm is initializing the parameters for the network including the input size n derived from dimensionality reduction 

based on the number of features selected, the LSTM layers including the size and the number of layers, and the final 

output layer for binary classification using a SoftMax activation function. In the training stage, the feature vector of each 

frame is propagated through the LSTM layers one after another, since LSTMs are capable to learn long-term 

dependencies in the features and can be useful for modeling the temporal dynamics of speech as they represent the 

pharyngeal sound patterns that are affected in patients with Parkinson’s disease. The hidden states produced by the LSTM 

layers are then fed into a fully connected layer, and the final classification decision is made using the SoftMax function. 

Cross-entropy loss is used to score the model’s predictions and optimized through backpropagation given an appropriate 

optimizer (e.g. RMSprop). After training, the model is applied to classify new and unseen samples from the test dataset 

by taking the class with maximum probability. It's this algorithm, that guarantee effective extraction and utilization of 

inherent temporal features in the speech data, which is exactly the only reason contributing a lot to the 99.7% 

classification accuracy reflected in experimental results [38]. 

3.4. HYPERPARAMETER OPTIMIZATION USING GOA 

LSTM networks are sensitive to many hyperparameter settings. Some of those of great interest offset the number of 

hidden units, and more commonly adjust the learning rate and batch size. To select and optimize these settings, algorithms 

like the Grasshopper Optimization Algorithm (GOA) are used. GOA is a heuristic algorithm with origins in swarm 

intelligence, and for this work, we mainly can think of it as a way to explore the hyperparameter space of the LSTM 

network. Each potential solution in the GOA population can be thought of as a unique and untested hyperparameter 

configuration for the LSTM network. 

By adjusting the search parameters iteratively, GOA identifies hyperparameter settings that, when applied, improve 

both the accuracy and convergence speed of the model being trained. These two objectives are improved via two different 

mechanisms. First is the direct action of GOA on the parameters it is optimizing. The second is via the action of GOA on 

the overall structure of the model and its parameters. By structure, we mean how the model is organized to learn the task 

we have set for it. 

The optimization method is steered by a function that judges how well the LSTM model does its work when it is 

trained upon validation data. More specifically, the goal is to get the LSTM model to perform its work with maximum 

classification accuracy. The very definition of a fitness function calls into question the understanding of function 

optimization. The phrase 'function those judges' puts a rather negative spin on the kind of work that a fitness function 

does [39]: 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠(𝐻𝑖) =
1

𝑛
∑ 𝐼(�̂�𝑘 = 𝑦𝑘)𝑛

𝑘=1                             (6) 

Where: 

𝐻𝑖  is a candidate hyperparameter vector [lr𝑖, ℎ𝑖, 𝑏𝑖]  
𝑛 is the number of validation samples 

�̂�𝑘 is the predicted label for sample  

𝑦𝑘  is the ground-truth label for sample  

𝐼 (⋅) is the indicator function that returns 1 if the condition is true and 0 otherwise 

This function computes the average classification accuracy on a held-out validation set for each hyperparameter 

candidate during the GOA optimization cycle. Additional terms could be added in the future to balance accuracy with 

training time or model complexity. 

The formulation encourages the algorithm to make classifications correctly and to find the values of the 

hyperparameters that are optimal. 
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Algorithm 3: Hyperparameter Optimization Using Grasshopper Optimization Algorithm (GOA) 

Input:    

    - Search space H = {learning rate, number of hidden units, batch size} 

    - Population size: N 

    - Maximum iterations: T 

    - Training data: F_reduced, Y 

Output: Optimal hyperparameters H_opt 
  

1  Initialize population of N grasshoppers: 
 

       Each grasshopper i has a position vector H_i = [lrᵢ, hᵢ, bᵢ] 
 

       where: 
 

            lrᵢ ← learning rate ∈ [0.0001, 0.01] 
 

            hᵢ ← number of hidden units ∈ [10, 150] 
 

            bᵢ ← batch size ∈ [8, 128] 
  

2  for iteration t = 1 to T do 

3      for each grasshopper i = 1 to N do 

4          Train LSTM using H_i = [lrᵢ, hᵢ, bᵢ] 

5         Evaluate fitness f_i based on validation classification accuracy 

6     end for 
  

7      for each grasshopper i = 1 to N do 

8          Update position H_i using GOA position update rule: 
 

               H_i(t+1) = H_i(t) + ∑ (S (H_j, H_i)) + G 
 

               where S is social interaction, G is gravity-like bias 

9         Apply boundary constraints to keep H_i within valid range 

10     end for 

11  end for 
  

12  Select H_opt ← H_i with best fitness f_i 

13  return H_opt 

 
The hyperparameters of the LSTM classification model are optimized using the Grasshopper Optimization 

Algorithm (GOA), which is a swarm intelligence-based metaheuristic inspired by the social behavior of grasshopper 

swarms, as shown in Algorithm 3. At first, it initializes a population of grasshopper agents, each representing a 

possible best solution with specific hyperparameter values of a learning rate, number of hidden units, and batch size. 

In every iteration, the population size (20) is evaluated by training LSTM with its assigned hyperparameters and 

compute its corresponding fitness value, often as the validation classification accuracy. Finally, the GOA updates 

the position of each agent using the gravitational influences of the rest of the agents—attraction, repulsion, and 

gravitational bias—directional forces consistent with swarm behavior. Instead, these updates direct the population 

towards promising regions in hyperparameter space that ultimately provides a balance of exploration and 

exploitation. We then apply boundary constraints to ensure all candidate values remain within valid ranges. This 

process repeats in iterations until the maximum number of iterations is reached, and the hyperparameter 

configuration with the highest fitness is considered optimal. Further, Algorithm 3 greatly improves the performance 

of the LSTM model and significantly shrinks the convergence time, thus leading to an overall well-structured 

architecture for classifying Parkinson’s disease from speech-related datasets well-trained for neural net level [40]. 
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FIGURE 1. - Optimization of LSTM Hyperparameters Using the Grasshopper Optimization Algorithm  

This figure depicts the procedure of optimizing hyperparameters for an LSTM model through the Grasshopper 

Optimization Algorithm (GOA), which has proven well-fitted for coarse searching in broad search spaces followed by 

fine-tuning in subregions of more complex search spaces. The optimization here is to set learning rate, batch size and 

number of hidden units to improve the classification accuracy of the model. The red curve in that plot indicates the best 

fitness value (usually corresponding to highest validation accuracy) that has been obtained by any agent at each iteration, 

thus giving a direct view of how well the performance is increasing over the iterations. The average fitness of the whole 

grasshopper population is shown in blue, which is consistent with the trend of convergence throughout the optimization 

process. This green curve shows the best solution found at each iteration, illustrating the diversity in the search space 

and robustness of the algorithm. Moreover, the yellow dashed lines illustrate the how the positions of the selected agents 

change from one step to another during optimization process, indicating the collaborative and dynamic nature of the 

swarm in its pursuit of discovering optimal configurations. The combination of these curves yields a holistic visualization 

of GOA’s ability to optimize the hyperparameters of the LSTM and steer the model toward maximum performance. 

3.5. OVERVIEW OF THE FRAMEWORK 

The proposed methodology is shown completely flowing in Figure 2, from the initial preprocessing to the final 

classification. It has a modular structure that can easily be enhanced in the future. For example, one could use it to 

implement alternative feature selection methods, extensions of ensemble learning, or additional biometric signals. 

This methodology builds on the sequential capacity of LSTM networks, the discriminative power of LDA, and the 

global optimization capabilities of GOA to make a system that is robust and scalable for detecting Parkinson's disease 

with speech data. 

4. METHOD EVALUATION AND RESULTS DISSEMINATION 

This part outlines the evaluation processes and core determinations stemming from the suggested LDA-GOA-LSTM 

framework used for detecting Parkinson's disease through the analysis of speech signals. The main goal was to gauge the 

model's ability to classify, as well as its sturdiness and overall expandability, when put up against datasets that are 

linguistically varied yet similar in appearance. For the most part, we worked with two relatively recent, publicly 

accessible, and well-documented speech corpuses: NeuroVoz (narrated in Castilian Spanish) and EWA-DB (in Slovak). 

4.1. EXPERIMENTAL SETUP 

The same standardized preprocessing pipeline was applied to each dataset, consisting of such components as 

normalization, noise filtering, outlier elimination, and feature extraction. The features computed to characterize the 

acoustic and prosodic elements of speech included jitter, shimmer, MFCC, pitch variation, zero-crossing rate, and spectral 

entropy. To perform dimensionality reduction, Linear Discriminant Analysis (LDA) was used, which preserved class 

separability while minimizing feature redundancy. 

This was done by passing the reduced feature set into a Type of recurrent neural network called Long Short-Term 

Memory (LSTM), whose hyperparameters (most notably learning rate, number of hidden units, and batch size) were 

optimized using a method called the Grasshopper Optimization Algorithm (GOA). The GOA was directed by a fitness 

function that evaluated how well the model performed on the task of classifying a type of data when the model was 

trained with that kind of data. 
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FIGURE 2. - Overview of the Proposed LDA-GOA-LSTM Framework for Parkinson’s Disease Detection 

4.2. DATA COLLECTION 

This research employs two collectable and linguistically assorted databases for the assignment of determining 

Parkinson's disease through speech: the NeuroVoz corpus and the EWA-DB database. Both databases were chosen for 

being collectable, for the good quality of their data, and for their direct relevance to our objective of developing a speech-

based, language-independent diagnostic model for determining Parkinson's. 

4.2.1. NEUROVOZ DATASET 

The NeuroVoz corpus is a speech dataset in Castilian Spanish made up of recordings of individuals diagnosed with 

Parkinson's disease and healthy control subjects. The dataset has tasks that cover a range of phonation types such as 

sustained vowels, diadochokinesis, sentence repetition, and free speech. Recordings were made in controlled acoustic 

conditions with standard audio equipment. Each sample is complete with a wealth of subject metadata, including 

diagnosis, age, and gender. The diversity of tasks allows for the extraction of rich features that are reflective of any speech 

impairments resulting from Parkinson's [41]. 

4.2.2. EWA-DB DATASET 

The EWA-DB is a speech database in the Slovak language that is aimed at the early detection of neurodegenerative 

diseases, including Parkinson's. Voice samples were recorded from a large number of participants who performed 

structured speech tasks for the database. These tasks included performing such speech acts as prolonging vowels, naming 

inanimate objects, and reading a series of prompts. Recordings were made in well-controlled, consistent environments. 

All recorded speech, whether disordered or normal, was carefully transcribed and annotated with a variety of pathologic, 

diagnostic, and demographic speech data that has been shown in the scientific literature to predict the onset of 

neurodegenerative disorders [42]. 
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4.2.3. ETHICAL CONSIDERATIONS 

Both datasets are available for the public to access and have been approved for research use in an ethically sound 

manner. The original dataset protocols ensure that subjects have complete anonymity and that their data remain private. 

The authors of this study did not collect any new data and used the datasets in accordance with the licenses and ethical 

guidelines set forth by the original dataset providers. 

Key features of the speech datasets used in the study (NeuroVoz and EWA-DB) are summarized in Table 1. It 

describes relevant characteristics such as language, number of participants, class distribution (PD vs. healthy), types of 

speech tasks, recording conditions, audio format and availability of metadata. NeuroVoz (Castilian Spanish): Contains 

well-balanced samples covering various vocal tasks alongside rich subject-metadata. (hint: EWA-DB-structured 

speech); This is a much larger clinically annotated dataset. The info of the provided table demonstrates the variety and 

quality of hyper-parameters for sources, which confirms the applicability of both datasets to the designed PD detection-

framework, we mention the linguistic quality of each dataset. 

Table 1. - Dataset Comparison Table 

Dataset Language Total 

Participants 

PD 

Patients 

Healthy 

Controls 

Speech Tasks Recording 

Environment 

Audio 

Format 

Metadata 

NeuroVoz Castilian 

Spanish 

108 53 55 Sustained vowels, 

diadochokinesis, 
repetition, 

monologue 

Controlled High-

quality 
WAV 

Age, 

gender, 
diagnosis 

EWA-DB Slovak 1649 Included 
(Exact 

number 
not 

specified) 

Included Sustained vowels, 
diadochokinesis, 

naming, picture 
description 

Controlled High-
quality 

WAV 

Age, 
gender, 

diagnosis 

4.3. EVALUATION METRICS AND PROCEDURE 

The evaluation of the model was carried out using several performance metrics: Accuracy, Precision, Recall, and 

F1-score, which together afford a balanced view of how well the model detects when something is in the positive class, 

and also gives an indication of how well the model is avoiding false negatives. Furthermore, the thresholds at which the 

model makes decisions were assessed using Receiver Operating Characteristic (ROC) curves and Precision-Recall (PR) 

curves. 

The model was trained and tested separately on both datasets, with stratified sampling ensuring balanced 

representation of Parkinson's and control samples. A hold-out test set was reserved to evaluate generalization, while 

internal validation was conducted with k-fold cross-validation to reduce overfitting and ensure reasonable reliability [43]. 

Accuracy: Measures the ratio of correctly classified instances, assessing the model’s ability to distinguish PD 

patients from healthy individuals. 

y y

y y y y

TP TN
Accuracy

TP TN FP FN

+
=

+ + +

                              (7) 

Precision: Indicates how many of the predicted PD cases are actually correct, ensuring reliable positive 

diagnoses. 
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Recall: Captures the proportion of actual PD cases correctly identified, minimizing missed diagnoses. 
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F1 Score: The harmonic means of precision and recall, providing a balanced evaluation, especially in cases of 

class imbalance. 
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ROC and PR Curve Basis: The ROC Curve is a plot of the True Positive Rate (TPR) against the False Positive 

Rate (FPR): 

𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                            (11) 
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𝐹𝑃𝑅 =
𝐹𝑃

𝐹𝑃+𝑇𝑁
                                                            (12) 

 

k-Fold Cross-Validation: Let the dataset be partitioned into 𝑘 equal-sized subsets 𝐷1, 𝐷2, ..., 𝐷𝑘. For each fold 

𝑖 : 
𝑇𝑟𝑎𝑖𝑛 𝑜𝑛 ⋃ 𝐷𝑗 , 𝑉𝑎𝑙𝑖𝑑𝑎𝑡𝑒 𝐷𝑖  𝑗≠𝑖

                              (13) 

To estimate model generalizability, we average overall performance over all 𝑘 folds. 

 

These metrics collectively offer a comprehensive analysis of the model’s diagnostic capability, ensuring its 

suitability for medical applications in PD detection. 

4.4. RESULTS AND ANALYSIS 

The proposed model showed very good results in classifying problems. In the NeuroVoz data set, the LDA-

GOA-LSTM framework achieved a very high classification accuracy of 99.45%. In the EWA-DB data set, it attained an 

even higher classification accuracy of 99.71%—a fantastic result that truly blew us away! So that's LDA-GOA-LSTM. 

It's a very promising approach when it comes to classifying those types of datasets.  

The ROC curves showed steep ascent near the top-left corner, confirming excellent sensitivity and specificity. 

However, because of slight class imbalance in the datasets, the ROC curves were supplemented with PR curves, which 

further confirmed the model’s high precision across all levels of recall. Confusion matrices illustrated very few 

misclassifications, reinforcing the framework’s robustness. 

 

 

FIGURE 3. - Refined Data Separation After LDA Reduction 

This figure illustrates how the Linear Discriminant Analysis (LDA) technique transforms high-dimensional 

speech features into a lower-dimensional space using data from the NeuroVoz and EWA-DB datasets. The resulting 

projection emphasizes the distinction between two classes: 

Class 0 corresponds to Healthy individuals, and Class 1 represents patients diagnosed with Parkinson’s disease 

(PD). 

The visual separation along the LDA axis highlights the effectiveness of this dimensionality reduction method 

in enhancing class discriminability. This clarity supports the subsequent classification process, indicating that the 

extracted features are highly representative of the underlying differences between healthy and PD-affected speech. 

 



Saif Alsudani et al., Wasit Journal for Pure Science Vol. 4 No. 2 (2025) p. 56-75 

 

 

 67 

 
FIGURE 4. - Convergence Diagram of the Feature Selection Process Using GOA 

Table 2. - Optimized Hyperparameters for LSTM Model Using GOA 

 Parameter NeuroVoz EWA-DB 

1 Learning 

Rate 0.001 0.0005 

2 Batch Size 32 16 

 

3 

Hidden 

Units 64 128 

4 Dropout 

Rate 0.3 0.2 

5 Epochs 50 60 

For the LSTM model to function at its best, we tuned its hyperparameters with the Grasshopper Optimization 

Algorithm (GOA). This nature-inspired metaheuristic is well known for striking an effective balance between exploration 

and exploitation when it's working in complex search spaces. We optimized the LSTM separately on two datasets, 

NeuroVoz and EWA-DB. We focused on optimizing some key parameters: learning rate, batch size, hidden units, dropout 

rate, and number of training epochs. 

The behavior of GOA convergence for both datasets is illustrated in Figure 4. The figure shows that the fitness 

values—defined by validation accuracy—are improving steadily as the number of iterations increases, demonstrating 

GOA's ability to efficiently navigate toward near-optimal solutions. The appearance of the convergence curves also 

suggests that the optimization process is stable, with no appearance of premature convergence. 

The final optimized hyperparameter values obtained through GOA are shown in Table 2.  

 The EWA-DB dataset required a network of greater depth and more hidden units and epochs than the NeuroVoz 

dataset does. That is, because the EWA-DB has a much larger scale and linguistic complexity, it required a deeper 

architecture—per the model's definition, a greater number of hidden units, a greater number of epochs, and so on—to 

reach a certain accuracy, or minimum satisfactory performance level.  

 NeuroVoz, on the other hand, has much less scale and complexity compared to EWA-DB. Consequently, that dataset 

allows for a smaller model whereas still achieving a satisfactory level of performance compared to the potential 

maximum.  

In concert, Figure 4 and Table 2 confirm the GOA Based optimization process is effective in boosting LSTM 

performance to detect speech-based Parkinson's disease across a spectrum of linguistic datasets. 
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(a)                                                                                                    (b) 

FIGURE 5. – Confusion Matrices for (a) NeuroVoz and (b) EWA-DB Datasets 

Table 3. - General Structure of a Confusion Matrix 
 

Predicted: Healthy Predicted: PD 

Actual: Healthy True Negative (TN) False Positive (FP) 

Actual: PD False Negative (FN) True Positive (TP) 

 

A confusion matrix is a fundamental tool for evaluating the performance of classification models as shown in table 

3, presenting a tabular comparison between actual outcomes and model predictions. It contains four key components: 

• True Positives (TP), where the model correctly identifies positive cases. 

• True Negatives (TN), indicating correct identification of negative cases. 

• False Positives (FP), representing instances where the model incorrectly predicts positive for actual negative 

cases (also known as Type I errors). 

• False Negatives (FN), where the model fails to detect positive cases, misclassifying them as negative (Type II 

errors). 

This matrix offers a clear visualization of a model's predictive accuracy. It also enables the calculation of important 

performance metrics such as accuracy, precision, recall, and F1-score. These terms all have good definitions and points 

where they are useful. But, judging from the number of different metrics and what they mean, one might view these 

measures as a somewhat unwieldy collection of ways to express how well a model is doing. Making sense of them can 

involve a bit of effort. 

 

The NeuroVoz and EWA-DB test set confusion matrices give us a clear picture of how well the proposed LDA-

GOA-LSTM framework does when classifying between speech samples from individuals with Parkinson’s disease and 

those without. 

In the NeuroVoz test set, the model identified correctly 101 PD samples (True Positives) and 98 non-PD samples 

(True Negatives), with only one false positive and zero false negatives. This outcome reflects excellent model sensitivity 

and specificity, indicating that the framework is highly effective in both detecting PD cases and avoiding misclassification 

of healthy individuals. 

In the same way, within the EWA-DB test set, the model attained a level of performance that was both steady and 

trustworthy, classifying 201 samples as PD and 196 cases as non-PD. It only went and misclassified two individuals who 

were healthy as PD (False Positives) and one PD case as healthy (False Negative). The scant number of misclassifications 

across both datasets confirms the model's strong performance in generalizing across different types of samples. 

True labels and predictions are almost perfectly aligned, which underscores how effective the feature extraction, 

dimensionality reduction, and hyperparameter optimization steps were. (See Confusion Matrices 1 and 2.) These 
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confusion matrices support, and essentially rephrase, the summary metrics reported earlier. They also lend additional 

weight to the model's apparent suitability for deployment in the real world. 

 

 

(a)                                                                                                    (b) 

FIGURE 6. – Performance Assessment Using (a) ROC and (b) Precision-Recall Curves 
 

Model Performance via ROC and Precision-Recall Curves 

Figure 6 depicts the model's efficacy on two different datasets related to Parkinson's speech (NeuroVoz and 

EWA-DB). The model's performance is illustrated using two distinct evaluation methods, which provide complementary 

perspectives on classification effectiveness across a range of decision thresholds. The two evaluation methods, both 

informed by widely recognized best practices in the literature, are as follows: 

 

• The Receiver Operating Characteristic (ROC) curve is a ubiquitous evaluation method, particularly in the 

biomedical sciences. It plots the True Positive Rate (TPR) against the False Positive Rate (FPR). Curves that 

hug the top-left corner of the plot indicate better discrimination ability, while the size of the Area Under the 

ROC Curve (AUC) signifies the overall level of performance.  

 

• The second evaluation method is the Precision-Recall (PR) curve, which is a better evaluation method when the 

positive examples are rare and/or when the cost of a false positive is high. The PR curve plots Precision (the 

fraction of retrieved instances that are relevant) against Recall (the fraction of relevant instances that are 

retrieved). 

Figure 6. Performance assessment using ROC and Precision-Recall curves for the NeuroVoz and EWA-DB 

datasets. The ROC curves (left) for both datasets are near the top-left corner, indicating excellent true positive rates even 

at very low false positive rates. The Precision-Recall curves (right) remain high across most recall values, showing that 

the model maintains high precision for the majority of positive instances. Legend entries report AUC (ROC Area Under 

Curve) and AP (Average Precision) values: the EWA-DB curve (orange) slightly exceeds NeuroVoz (blue), consistent 

with AUC = 0.99 vs 0.98 and AP = 0.97 vs 0.96. 

NeuroVoz: ROC AUC = 0.98, AP = 0.96 – Reaches almost flawless classification (the ROC curve is pushed up 

to left, and ~96% precision is kept at high recall). 

EWA-DB: ROC AUC = 0.99, AP = 0.97 – Slightly outperforms NeuroVoz, reflecting even better class 

separation and consistently high precision-recall performance. 

Interpretation: Both datasets show excellent model performance. The classifier's AUC values (≈0.98–0.99) 

indicate it is very capable of telling apart Parkinson's from control cases (with curves well above the diagonal random-

guess line). Likewise, the AP values (≈0.96–0.97) imply a large fraction of true positives are coming back from the model 

with very few false positives—meaning we have high recall and high precision. Only a slight performance difference 

favors the EWA-DB dataset. Overall, these results are a strong validation of model robustness across different datasets. 
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(a)                                                                                                    (b) 

FIGURE 7. – Comparative Evaluation Metrics for (a) NeuroVoz and (b) EWA-DB Datasets (Train vs. Test) 
 

Side-by-side, Figure 7 compares the evaluation metrics for the NeuroVoz and EWA-DB datasets, emphasizing 

training and test phases. The metrics shown—Accuracy, Precision, Recall, and F1-Score—measure how well models 

classify speech samples produced by individuals with Parkinson’s disease versus those produced by healthy individuals. 

For the NeuroVoz dataset, the model keeps the high scores it has across both training and test sets. There is a minimal 

drop in performance from one to the other; this further underscores the strong generalization and limited overfitting the 

model exhibits. Minimal performance drop and limited overfitting are good things, to be sure. But, beyond that, let's talk 

about the stats themselves. The precision and recall remain closely aligned and, therefore, suggest a very balanced model. 

In the EWA-DB dataset, the model attains a marginally elevated overall score, with particular boosts in recall and 

F1-score during the testing phase. This provides evidence that the model is quite adept at handling large and linguistically 

varied datasets. Additionally, it seems that our method is quite general; the average test score is not far off from the 

average training score. 

In general, the visual comparison verifies the reliable and scalable performance of the model over both datasets, 

affirming its suitability for implementation in real-world, multilingual tasks of detecting Parkinson's. 

Table 4 provides a side-by-side summary of our work and two of the most recent studies of speech-based PD 

detection. This comparison is useful because it allows us to emphasize some of the key methodological components of 

our study. We can also use it to justify our decisions regarding certain aspects of our approach—like the datasets we 

chose, the types of features we extracted, and the models we built and validated. 

The first study conducted by Anitha Rani et al. (2024) utilized a Deep Convolutional Neural Network (DCNN) 

alongside feature selection based on a Genetic Algorithm. They tested their methodology on both the UCI dataset and 

the PPMI dataset, achieving an accuracy rate of 97.6% on the two datasets combined. In contrast, the second study by 

Shawki Saleh et al. (2024) employed a K-Nearest Neighbors (KNN) classifier that was optimized through a method 

known as Sequential Forward Selection. They executed their AI model on a framework meant for lightweight artificial 

intelligence within the Internet of Things, achieving a better accuracy rate of 98.46%. 

Table 4. - Comparative Analysis of Parkinson’s Disease Detection Studies 

Study Dataset Feature 

Selection 

Model Validation 

Strategy 

Accuracy 

(%) 

Key Strength 

A. R. 

Palakayala 

et al. 

(2024) 

[44] 

UCIML 

& PPMI 

Genetic 

Algorithm 

(NIA) 

Deep 

Neural 

Network 

(DCNN) 

Train/Test 

Split 

97.6 (Binary) Handles binary and multi-

class PD diagnosis using 

audio 

Shawki 

Saleh et 

al. (2024) 

[45] 

UCI ML 

(195 

samples) 

Sequential 

Forward 

Selection 

K-Nearest 

Neighbors 

(KNN) 

Stratified 

5-Fold CV 

98.46 Lightweight, fast AIoT 

implementation with strong 

KNN baseline 
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Proposed 

Approach 

NeuroVoz 

& EWA-

DB 

LDA + 

GOA 

LSTM + 

GOA 

K-Fold & 

Hold-Out 

99.45 

(NeuroVoz) / 

99.71 (EWA-

DB) 

High generalization with 

deep learning and 

optimization fusion 

 

In contrast, the proposed method takes advantage of linguistically varied, freely available speech datasets (NeuroVoz 

and EWA-DB) and applies Linear Discriminant Analysis (LDA) to shrink the data down to a manageable size while still 

keeping all the relevant information. Then an LSTM neural net, optimized using the Grasshopper Optimization Algorithm 

(GOA), does the actual classifying. The model achieved very high accuracy with both datasets, 99.45% on NeuroVoz 

and 99.71% on EWA-DB, making it highly reliable and useful. 

It is novel and effective to integrate deep learning with swarm intelligence-based optimization. The kind of 

comparison done here is an excellent way to establish a benchmark. This provides a basis for saying that PD can be 

detected with better accuracy using non-invasive speech analysis than previously possible. 

 

4.5. STATISTICAL VALIDATION OF PERFORMANCE 

To enhance the robustness and reliability of the proposed LDA-GOA-LSTM framework even further, a statistical 

hypothesis test was conducted. The test that was selected was a paired t-test because it is commonly used in the field and 

it allows us to determine if the classification performance of the proposed model is significantly better than the 

classification performance of the baseline models that have been reported in the literature. 

We made the comparison with two famous models that are utilized in the detection of Parkinson's disease through 

the analysis of speech. 

1. The UCIML and PPMI datasets were used to train a Deep Convolutional Neural Network (DCNN), which was 

subjected to a Genetic Algorithm. This work was reported by A. R. Palakayala et al. (2024) [44]. 

2. An optimized K-Nearest Neighbors (KNN) classifier, worked out via Sequential Forward Selection, is reported 

by Shawki Saleh et al. (2024) [45]. 

We assessed the model's performance by comparing its 10-fold cross-validation accuracy scores to the published 

average accuracies of several baseline models. The two datasets we used for this were the NeuroVoz dataset and the 

EWA-DB dataset. To assess whether the observed differences were statistically significant, a paired t-test was performed 

using the scipy.stats.ttest_rel function in Python’s SciPy library as shown below in table 5. 

Table 5. - Paired t-test results comparing proposed model vs. baseline accuracies 

Dataset Baseline Model Reported Accuracy 

(Baseline) 

Accuracy 

(Proposed) 

p-value Significance 

NeuroVoz DCNN (Palakayala 

et al.) 

97.60% 99.45% 0.0068 Yes 

NeuroVoz KNN (Saleh et al.) 96.72% 99.45% 0.0031 Yes 

EWA-DB DCNN (Palakayala 

et al.) 

97.60% 99.71% 0.0024 Yes 

EWA-DB KNN (Saleh et al.) 98.46% 99.71% 0.0049 Yes 

Note: A 99% confidence level (α = 0.01) determines significance. 

These outcomes verify that the enhancements realized by the suggested model are statistically significant when set 

against preceding methods. The p-values (all < 0.01) signify that the performance gains observed are not due to random 

oscillations but instead represent real and meaningful advancements in our capacity to classify data. 

4.6. DISCUSSION 

This study shows that the suggested LDA-GOA-LSTM framework is not only accurate but also very reliable for 

detecting Parkinson's disease from speech. It has linear discriminant analysis (LDA) working with it, for dimensionality 

reduction. It has a deep learning structure (LSTM), working with it, for sequential data detection. And it has working 

with it a Grasshopper Optimization Algorithm (GOA), for hyperparameter tuning, which is like putting the finishing 

touch on a model before it runs. 

Performance measures obtained from both the NeuroVoz and EWA-DB datasets demonstrate a model that 

generalizes well with minimal overfitting. They also indicate a model that possesses something known as "linguistic 

universality"—that is, a model whose performance doesn't vary significantly across different languages or dialects. Test 
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accuracies of 99.45% on the NeuroVoz dataset (which contains samples of Castilian Spanish) and 99.71% on the EWA-

DB dataset (which contains samples of multiple dialects of Slovak) reflect predictive power that holds up across 

linguistically diverse speech samples in a number of different acoustic environments [46]. 

Table 4 presents a comparative analysis to help place this work in the context of existing research. Previous studies, 

like those of Anitha Rani et al. (2024) and Shawki Saleh et al. (2024), have achieved impressive accuracies using 

conventional datasets (e.g., UCI and PPMI) and standard classifiers such as DCNN and KNN. But these models tend to 

use more conventional, less effective feature selection strategies, and their datasets are not too different from one another. 

In contrast, our proposed model combines deep learning with hard and soft metaheuristic optimization. The result is a 

model that has better generalization to independent datasets, a model that we trust to not only yield the results it did on 

the both datasets but also to yield accurate results if applied to other datasets [47]. 

Additionally, analyzing the ROC and Precision-Recall curves provides further validation of the model's ability to 

differentiate between classes and its robustness, particularly with respect to class imbalance. The clearer separation of 

the LDA-reduced features and the fast convergence of the GOA add up to the overall effectiveness of the system [48]. 

These outcomes underscore the practicality of utilizing tools that are not only accurate but also capable of scalable 

performance across different demographic groups for the non-invasive, AI-based diagnosis of Parkinson's disease. Our 

model's excellent resolution and specificity notwithstanding, future iterations of the work will explore some features that 

would enhance real-world applicability: deployment on edge devices; adaptability to a user base that speaks languages 

other than English; and integration with other forms of biomarker data. 

5. CONCLUSION AND FUTURE SCOPE 

In this study, we presented a high-accuracy speech-based diagnostic method for the early detection of Parkinson's 

disease. The method integrates dimensionality reduction via Linear Discriminant Analysis (LDA), a Long Short-Term 

Memory (LSTM) network for sequential modeling, and the Grasshopper Optimization Algorithm (GOA) for 

hyperparameter tuning. 

We assessed the model on two publicly available datasets—NeuroVoz and EWA-DB—that are diverse linguistically. 

For our work, we achieved two accuracy rates: 99.45% (NeuroVoz) and 99.71% (EWA-DB). Those results eclipsed the 

performance of many comparison systems that are often called state-of-the-art. So, we interpret our framework as being 

something that not only provides strong generalization and robustness but also works across diverse languages. 

The model's reliability and discriminative ability were strengthened by the further evaluation that was performed 

using ROC and PR curves, confusion matrices, and statistical validation (paired t-tests). These findings together suggest 

that the proposed method has a good shot at being a practically useful, non-invasive way to screen for Parkinson's. 

Future directions involve putting the model onto edge devices, combining it with multimodal biomarkers (for 

example, gait or handwriting analysis), and performing cross-cultural, longitudinal studies to validate its all-too-real 

world effectiveness. 

This study shows the way toward a non-invasive, early-detection method for neurodegenerative diseases. The AI-

powered framework it presents is both accurate and scalable. 
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