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1. Introduction

Consider the real Gaussian autoregressive (AR) process w(.) which is defined by [7],
Wt = ylwt_l + yZWt_z + -+ }/th_p + ut y t= 1,2, ...,T (1)

Where T is the sample size and u, is the white noise of the AR model, independent, identically distributed (i.i.d.) Gaussian
random process with zero mean and variance o2 . p is the order of the AR process and y;,7, ..., ¥, are the real coefficients
(parameters) of the process. We assume that w(.) is ergodic in terms of mean and covariance, so the poles of the AR model are
inside the unit circle.

The AR model is a forecasting technique. It aims to forecast the observation sample based on previous observation samples by
using the AR parameters as coefficients.

In Least square (LS) method, the AR model parameters in equation (1) are estimated by minimizing the error sum of squares,
Min (XT_, u?). It gives the linear systems equation from least squares normal equation as follows,

T 2 T T ~ T
Zt=p+1 Wi_q Zt=p+1 Wi 1Wt_p - Zt=p+1Wt—1Wt—p V1 Zt=p+1 WiWe_q
T T 2 T 5 T
Zt=p+1 Wi_1Wi_2 Zt=p+1 Wi_2 Zt=p+1Wt—2Wt—p 7/‘2 — Zt=p+1 WiWe_o @)
T T ) T2 V. T .
Dimp+1 WeeiWiep  Di=p+1 We—2Wip e Dt=p+1 Wip Yo Dt=p+1 WeWe—p

This system can be solved using the orthonormal-upper triangular (QR) factorization method (Golub and Van Loan, 2013) [6].

The first step of AR modeling is order selection. A reasonable approach for order selection is to estimate the prediction error for
each candidate order and to select the order that gives the minimum prediction error. "Prediction error" means the one-step
prediction mean squared error for a realization of the process independent of the one observed. The Akaike's final prediction
error (FPE) criterion was designed as an estimator of the prediction error. It is well-known that FPE is strongly biased in the
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finite sample case, i.e., in the case that the number of given data (T) is not large compared to the maximum candidate order. The
Akaike's final prediction error (FPE) criterion is [1,2],

FPE(k) = 7562 k= 1.2,..,m A3)

Where m is the upper bound which can p take it and &2 is the residual variance, which is a measure of the fitness of the above
model to the given data, is defined as follows,

a2 1 | 2
Gt = —— Tl (wi = Zj Pjwij) (4)

Using this criterion, an estimate p of the true process order p, that minimizes the prediction error is chosen such that,
FPE(p) = Min{FPE (k),k = 1,2, ..., m} (5)
There are some modifications of the Akaike's final prediction error (FPE). Akaike in 1970b [3] modified his criterion to be,

1+k/TF _,
1-k/T Ok (6)

Where 0 < 8 < 1.

FPEF (k) =

McClave 1975 [9] and Bhansali and Downham 1977 [5] suggested the following modification of Akaike's final prediction error
criterion as,

FPE,(k) = (1 + ak/T)6? @)
Where a > 0 and the increasing of a reduces the probability of fitting too high an order but for & < 1 the asymptotic

probability of overfitting is substantial.

Karimi in 2007 [8] derived new approximations for the expectations of residual variance and prediction error in the case that
the AR parameter estimation method is least square estimation (LSE). These approximations are derived using the theoretical
descriptions given in Akaike 1974 [4] for residual variance and prediction error of the LS method. Based on these new
theoretical approximations, a modified FPE criterion is developed for AR model order selection to be valid for finite sample
cases also. Karimi criterion is,

1+k/(T-K) ~o

Kr(k) = {5 07 ©®)

The paper aim is to evaluate of modified final production error criterion (MFPE) which is proposed by Karimi to determine the
order of Autoregressive process (AR) according to different distributions of error term variate. These distributions are Gamma,
Poisson, Exponential, Gumbel and Continuous Uniform Along with using the normal distribution as a distribution of error as a
basis in deriving the criterion under consideration.

2. THE EMPIRICAL STUDY

For the purpose of evaluating the performance of Karimi criterion used to estimate the order of autoregressive model, a
simulation experiment was done according to the following assumptions:

1. The following sample sizes T = 10,25,50,100,250 were used.

2. The Markov model was used with the values of the parameters that make the series in a different cases , stationary case with

y =-0.9,-0.7,-0.5,-0.4,-0.3,—-0.1,0.1,0.3,0.5,0.7,0.8, 0.9), random walk case with y = —1,1 and nonstationary case with

y=-16-1.111.

3. Discrete Uniform, Cauchy, t and Log normal and Gaussian Distributions were used as error distributions.

4. A lot of experiments were performed for all possible combinations of the above assumptions with a run size 500 for each

time.

The following criteria were used for the purpose of investigating the performance of Karimi criterion in estimating the order of

the autoregressive model,

1. The true selection ratio (TSR) from all 500 trials and for each studied case is calculated according to the following formula,
number of times the estimated order matches the actual order of the model

TSR =
500

2. The mean squared error of estimating the model score
1 A
MSE = - 33%(P; — P.)
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Where P; represents the estimated order of autoregressive model according to Karimi criterion.

The analysis of the results after conducting these experiments will be done according to the assumptions stated previously. The
results of each of the 500 trials will be noted and discussed deeply for each case in terms of the performance criteria values
mentioned above.

3. THE RESULTS DISCUSSION

Bellow the results discussion for each case according to the error variable distribution.

(a) When the error distribution behavior is Gaussian, we note from the results presented in Table (1) that,

1- There is stability in the true selection ratio (TSR) and mean square error (MSE) in estimating the model order when the time
series is stationary for medium and large sample sizes. We also notice a decrease in the mean square error values (MSE) and an
increase in the true selection ratio (TSR) for small the samples, the further away the absolute value of the original parameter
from zero.

2- We notice a distinguished performance in the nonstationary series for all sample sizes. The quality of that is an increase as
the sample size increases.

3- In the case of the random walk, we notice the quality of this criterion for negative values is better than in the case of positive,
and there is stability in the values of TSR and MSE for all sizes.

4- In general, when the residuals are normally distributed, the quality of the performance of the Karimi criterion in the cases of
nonstationary series and random walk series, is better than of the case of stationary series.

(b) When the error distribution behavior is Discrete Uniform, we note from the results presented in Table (2) that,
1. Excellent robustness for the FPE criterion in small sample sizes for stationary series, and it begins to diminish with

decreasing sample sizes.
2. The quality increases at non-stationary series, and everyone is equal in performance at small sizes of series.
3. Thisis also valid when the series undergoes a random walk.

(c) When the error distribution behavior is Cauchy, we note from the results presented in Table (3) that,

1. According to the two criteria, the mean square error (MSE) and the correct selection ratio (TSR) to estimate the order of the
model, we notice a distinct and clear performance in small sample sizes in the stationary series case.

2. The performance of the criterion, and as a result, excellent robustness in the case of non-stationary series and for all sample
sizes.

3. In the case of the random walk, when the default values of y is negative, we notice distinct performance as the sample size
decreases, but in the case of positive default values of y, the performance increases with increasing sample size.

(d) When the error distribution behavior is t, we note from the results presented in Table (4) that,

1. the FPE criterion may possess high robustness for different types of series, when small sample sizes, and that robustness
weakens as the sample size increases in the stationary series and to a lesser extent when the default value of y is positive.
The strength robustness decreases with increasing sample size and increasing non-stability.

2. There is constancy in the correct selection ratio (TSR) and the mean squared error (MSE) in estimating the model order

when the series undergoes a random walk.

(e) When the error distribution behavior is Log normal, we note from the results presented in Table (5) that,
1. There is fixity in the correct selection ratio (TSR) and mean squared error criteria to estimate the order of the

autoregressive model, and its quality increases in large samples. We also notice that there is a slight decrease in the
percentage of the correct selection and a slight increase in the mean squared error as the default value of y moves away
from zero.

2. The FPE criterion is robust in non-stationary series in general because of the decrease in the mean squared error and
the increase in the percentage of the correct selection.
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3. In the case of the random walk series, we note that the performance of the FPE criterion is robust according to the
MSE and TSR criteria for all sample sizes.

4. In general, it can be said that the robustness of FPE criterion is better for the cases mentioned in (1), (2) and (3)
according to the (MSE) and (TSR) criteria in the case of positive default value of y values than in the case of negative
default value of y.

SUMMARY

In this paper we present an evaluation of Karimi criterion to determine the order of autoregressive process. Karimi criterion
can be seen as a modification of the famous Akaiki criterion. To evaluate the performance of Karimi criterion, A simulation
experiment was conducted in different cases for a Markov series model: stationary, random walk and nonstationary. Different
sample sizes and different distributions of errors variable is used with run size 500 for each one trail. The distributions of errors
were Gaussian, Discrete Uniform, Cauchy, t and Log normal. Two criteria were used to make the evaluation: true selection
ratio and mean square error. Several conclusions were obtained in this paper. We advise researchers to study this criterion in
other multivariate and univariate statistical models.

Table (1): The empirical values of the true selection ratio (TSR) and the empirical values of the mean squares error (MSE) to
estimate the model order by using the Karimi criterion at different sample sizes T and different values of the Markov model
parameter y, when the errors series distributed as standard Normal.
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Table (2): The empirical values of the correct selection ratio (TSR) and the empirical values of the mean squares error (MSE) to
estimate the model order by using the FPE criterion at different sample sizes T and different values of the Markov model
parameter y, when the series residuals is distributed as Discrete Uniform.

y T 10 25 50 100 250
-0.9 TSR 0.603 0.709 0.711 0.777 0.813
MSE 0.393 0.239 0.201 0.069 0.027

-0.7 TSR 0.573 0.617 0.647 0.743 0.777
MSE 0.645 0.463 0.415 0.205 0.087

-0.5 TSR 0.545 0.617 0.685 0.755 0.807
MSE 0.769 0.589 0.418 0.205 0.069

-04 TSR 0.563 0.581 0.641 0.707 0.787
MSE 0.727 0.601 0.451 0.307 0.167

-0.3 TSR 0.559 0.615 0.633 0.773 0.881
MSE 0.815 0.609 0.513 0.175 0.145

-0.1 TSR 0.489 0.575 0.621 0.727 0.787
MSE 0.921 0.715 0.507 0.335 0.197

0.1 TSR 0.537 0.573 0.631 0.731 0.803
MSE 0.897 0.765 0.527 0.313 0.109

0.3 TSR 0.573 0.617 0.655 0.741 0.789
MSE 0.771 0.595 0.527 0.285 0.147

05 TSR 0.609 0.621 0.681 0.757 0.817
MSE 0.693 0.591 0.483 0.215 0.095

0.7 TSR 0.659 0.657 0.629 0.737 0.755
MSE 0.493 0.495 0.595 0.253 0.217

0.8 TSR 0.669 0.651 0.667 0.759 0.741
MSE 0.375 0.483 0.467 0.261 0.225

0.9 TSR 0.681 0.663 0.679 0.757 0.769
MSE 0.339 0.453 0.431 0.209 0.155

Table (3): The empirical values of the correct selection ratio (TSR) and the empirical values of the mean squares error
(MSE) to estimate the model order by using the FPE criterion at different sample sizes T and different values of the
Markov model parameter y, when the series residuals is distributed as Cauchy.
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Table (4): The empirical values of the correct selection ratio (TSR) and the empirical values of the mean squares error
(MSE) to estimate the model order by using the FPE criterion at different sample sizes T and different values of the
Markov model parameter y, when the series residuals is distributed as t.

Y T 10 25 50 100 250
Il 09 [ TSR 0.732 0.71 0.764 0.826 083 ||
| MSE 0.592 0.386 0.278 0.162 0182 |}
Il 07 | Tsr 0.632 0.662 0.758 0.778 0824 ||
| MSE 0.626 0.584 0.362 0.33 0206
Il 05 | TSR 0.592 0.642 0.78 0.852 0864 ||
| MSE 0.9 0.754 0.388 0.232 0226 |}
Il 04 | TSR 0.582 0.69 0.798 0.826 0866 |
| MSE 0.958 0.724 0.364 0.312 0212 ||
Il 03 | TSR 0.582 0.668 0.756 0.734 0798 ||
| MSE 1.054 0.752 0.55 0.5 0376 |l
Il 01 | TsrR 0.6 0.632 0.72 0.782 077 ||
| MSE 1.006 0.836 0.592 0.434 0416 ||
Il o1 [ TSR 0.566 0.63 0.704 0.74 0756

MSE 1.04 0.874 0.596 0.584 0.49

03 | TSR 0.616 0.63 0.7 0.738 0.776

MSE 0.942 0.826 0.618 0.544 0.434

05 | TSR 0.576 0.638 0.7 0.72 0.806

MSE 0.988 0.86 0.72 0.586 0.467

07 | TSR 0.7 0.736 0.706 0.748 0.744

MSE 0.63 0.54 0.714 0.51 0.562

08 | TSR 0.756 0.746 0.78 0.836 0.864

MSE 0.454 0.56 0.466 0.374 0.262

09 | TSR 0.81 0.756 0.714 0.774 0.768

MSE 0.358 0.466 0.556 0.484 0.448

Table (5): The empirical values of the correct selection ratio (TSR) and the empirical values of the mean squares error (MSE) to
estimate the model order by using the FPE criterion at different sample sizes T and different values of the Markov model
parameter y, when the series residuals is distributed as Lognormal.
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Y T 10 25 50 100 250
09 | TSR 0.542 0.58 0.65 0.708 0.738
MSE 0.576 0.502 0.426 05 0.464
-0.7 | TSR 0.36 0.454 0.548 0.684 0.864
| MSE 1.334 1.114 0.96 0.71 0128 |
-05 | TSR 0.418 0.478 0.57 0.654 0.67
MSE 1.342 1.108 0.938 0.77 0.718
-04 | TSR 0.45 0.51 0.562 0.654 0.67
| MSE 1.214 1.082 0.928 0.722 0694 |
| 03 [ TSR 0.436 0.528 0.59 0.64 0678 ||
MSE 1.258 0.974 0.948 0.76 0.704
-0.1 | TSR 0.46 0.558 0.586 0.628 0.682
MSE 1.258 1.022 0.91 0.79 0.658
| o1 | TSR 0.472 0.56 0.622 0.66 0844 ||
MSE 1.342 1.026 0.754 0.626 0.538
03 | TSR 0.464 0.518 0.562 0.684 0.741
MSE 1.314 1.164 0.988 0.626 0.356
05 | TSR 0.496 0.532 0.598 0.716 0.83
| MSE 1.337 1.204 0.898 0.54 0216 ||
07 | TSR 0.49 0.572 0.618 0.756 0.862
MSE 1.594 1.29 0.98 0.476 0.152
08 | TSR 0.47 0.546 0.636 0.822 0.902
| MSE 18 1.496 1.088 0.314 0065 ||
09 | TSR 0.53 0.592 0.666 0.824 0.92
MSE 1.686 1.42 1.112 0.36 0.042
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