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1. INTRODUCTION 

The Electronic Health Records EHRs data is used for clinical investigation. It contains a huge amount of information 

about an individual’s health status, which are demographics, diagnoses, laboratory test results, high-frequency 

physiological waveform signals, and others. Data analysis approaches can be used to extract useful models when a 

sufficient amount of EHR data is collected. The Electronic Health Records EHRs data can provide decision support 

technologies to assist clinicians in providing better care. This process can promote the development of decision support 

systems by validating a logical framework.  The attributes of Electronic Health Records EHRs data may not be optimal 

for data analysis [1] [2].  For example, we used the Pima Indian diabetes dataset which is imbalanced dataset. Raw 

data usually contains many shortages, such as inconsistencies, missing values, noise and redundant information. The 

performance of learning models will be affected if they are developed with poor quality data. Thus, the preprocessing 

techniques significantly impact on the quality and reliability of learning models [3].  The Pima Indian diabetes dataset 

contains entries with a value of zero. These entries are managed using imputation as the first preprocessing approach. 

Simple imputation techniques include the mean, median and mode. The median imputation is used in this study [4]. 

The imbalanced datasets occur in many real-world domains. 

ABSTRACT  
Diabetes has been recognized as a major cause of death. Diabetes is a chronic disease.  In recent years, 

the impact of diabetes has increased dramatically, and it has become a global threat. Machine learning is 

a part of computational algorithms designed to imitate human intelligence by learning from the 

surrounding environment. Type 2 diabetes is indicated by deviation high blood glucose levels attributable 

to insulin resistance and reduced pancreatic insulin production. In this study, two diabetes datasets are 

used, the Pima Indians diabetes and Iraqi Society Diabetes ISD datasets. They are collection of data on 

diabetes which characterized by an imbalanced distribution and the presence of outliers. The diabetes 

data sets are preprocessed. Many methods, including data resampling have been proposed to address the 

data sets imbalance issue. We utilized the resampling SMOTE-ENN technique to address the imbalance 

diabetes datasets issue and imputation. The classification of imbalanced datasets is a crucial field in 

machine learning. The machine learning approach that is used in this study is the Least Square Support 

Vector Machine LS-SVM to categorize the diabetes patients. Machine Learning ML algorithms are 

constructed by a set of hyperparameters. Thus, hyperparameters values should be carefully chosen. We 

used grid search algorithm to optimize LS-SVM algorithm hyperparameters. The classification results 

were improved. In addition, we could enhance the performance of the fine-tuned LS-SVM with the used 

resampling technique, SMOTE-ENN, that processes diabetes datasets. The performance metrics that 

evaluate the proposed algorithm SMOTE-ENN and fine-tuned LS-SVM are accuracy, recall and 

precision. The metrics measurements obtained were much better and higher when the proposed algorithm 

was used to categorize diabetes patients. 
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 The imbalanced class distribution of a dataset is difficult for most learning algorithms to address, as it is assumed that 

there is a balanced class distribution [5].  The Resampling techniques, over- and under-sampling, have received notable 

attention for their ability to address imbalanced datasets. Therefore, the second preprocess technique used in this work 

is the hybrid Synthetic Minority Oversampling and Edited Nearest Neighbors SMOTE-ENN algorithm which 

overcomes the imbalance issue in Pima Indian diabetes dataset [6]. The SMOTE-ENN algorithm applies over-sampling 

with SMOTE to produce the constructed samples for minority imbalanced class, then applies cleaning techniques to 

under-sample with ENN to newly created instance [7]. Machine Learning ML is a field of computer science with 

various applications, including robotics, industry, education, enterprise, astronomy, and healthcare. Machine learning 

depends on learning from data by detecting underlying patterns and applying newly acquired knowledge to solve 

problems in previously unseen data [8].   

There is clear interest in the application of machine learning and Artificial Intelligence AI to clinical research and 

practice. However, information on how to develop robust machine learning and AI approaches in medicine is 

insufficient [9]. Compared to the other ML methods, Support Vector Machines SVMs are very powerful in terms of 

recognizing patterns in complex data sets. However, the least square support vector machine is an improved algorithm 

of support vector machine [11]. In this study, we used the Least Square Support Vector Machine LS-SVM to perform 

classification tasks.  

The performance of many machine learning algorithms is heavily dependent on the hyperparameters used. The 

hyperparameters such as the learning rate, kernel size, and number of estimators are usually set in many machine 

learning algorithms. They can be used to recognize handwriting or fraudulent credit cards, identify a speaker, and 

detect faces. The least square support vector machine is a powerful method for building a classifier. The Least square 

support vector machine is the improved algorithm of support vector machine [10][11]. The performance of many ML 

methods is heavily dependent on the hyperparameters used.   

The hyperparameters such as the learning rate, kernel size, and number of estimators are usually set through 

investigation. They are determined before the learning process which estimates the optimized parameters of the model 

used [12].  Grid Search is a heuristic method and is used to find the finest possible values of parameters in a definite 

interval range to produce an optimal model. Grid Search is utilized in this work. It is an optimization approach which 

is conducted for the classification model parameter tuning that leads to the best performance [13]. Many performance 

metrics are currently available to evaluate the validity of machine learning algorithm in classification problems.  

The proper interpretation of a performance metric that established on the problem domain and requirements is 

significant. Thus, the proposed algorithm figure 1, is evaluated using three performance metrics, they are accuracy, 

recall, and precision [14]. The remainder of this study is organized as follows. Section 2 provides the methodology 

and its analysis. Section 3 details the proposed algorithm and research work. Section 4 describes the dataset. Section 

5 presents the experimental setup and discusses performance evaluation. The concluding remarks is provided in section 

6. 

 

2. METHODOLOGY  
 

2.1  Pre-processing 

Preprocessing is a crucial step prior to analyzing a dataset, it involves cleaning and modifying raw data to improve the 

information contained in the dataset. Data preprocessing is a demanding task, but it is necessary for putting data into 

context and reducing bias [15]. Outliers and missing values are often encountered during the data collection phase of 

experimental studies conducted in all fields of sciences and especially in the medical field, as it affects the treatment 

and diagnosis that the patient should receive. In addition, missing data in the medical dataset raises issues in the process 

of creating conclusion from case files [16]. Imputation is a method of handling missing values. Imputation replaces 

missing values with substituted values from a statistical analysis to produce a complete dataset without missing values 

for analysis. Imputation includes various methods, such as the mean, median, probability, ratio, regression, predictive 

regression, and assumption of distribution. The Pima Indian diabetes dataset has zero values. Thus, in the first 

preprocessing step of this study, the median value of the features with invalid zeros was imputed [17]. The second 

preprocessing step applied to the Pima Indian dataset is the resampling approach. Data resampling methods are 

generally used because of their simplicity and flexibility. The goal of resampling techniques is to rebalance the class 
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distribution of a dataset. These techniques are used to reduce the samples with low weights and increase the number 

of samples with high weights while retaining the total quantity of samples [18] [19]. 

The Synthetic Minority Over-Sampling Technique SMOTE is an over-sampling technique. Several samples are 

randomly selected for each minority class, sample x from their k nearest neighbors, and a new sample emerged as 

stated by equation (1). The new minority class instances can emerge. However, a problem which is sample overlap is 

generated since each minority class sample will produce a new sample.   

 

𝑥𝑛𝑒𝑤  =  𝑥𝑖 + | 𝑥𝑖 -  𝑥𝑖
′ | +𝛿               … (1) 

 𝑥𝑛𝑒𝑤   is the new sample;  𝑥𝑖  is the minority sample; 𝑥𝑖
′is one of the k-nearest neighbors of  𝑥𝑖;  𝛿 is a random number 

and  𝛿  ∈ [0，1]. 

 

The Edited Nearest Neighbor ENN technique is designed to identify and remove uncertain or noisy samples within a 

dataset. It operates by assessing each sample using the k-Nearest Neighbors k-NN rule against the rest of the data. If a 

sample belongs to the minority class and at least two of its three nearest neighbors belong to the majority class, the 

sample is removed. This process helps create smoother and more distinct boundaries between classes [20][21]. 

 

The SMOTE-ENN technique merges Synthetic Minority Oversampling Technique SMOTE with ENN. While SMOTE 

helps balance the data distribution by oversampling the minority class, it often cause issues like overlapping samples 

between the majority and minority classes, potentially limiting the performance of the classifier. To address this, 

SMOTE-ENN first oversamples the training data using SMOTE and then applies ENN to identify and remove 

misclassified samples by examining their three nearest neighbors. This results in cleaner and more well-defined data, 

improving classification accuracy [22][23][24]. In this study, SMOTE and ENN are used to enhance data quality and 

the proposed algorithm performance. 

 

2.2   The Fine-Tuned Least Square Support Vector Machine LS-SVM 

 

2.2.1 The Least Square Support Vector Machine LS-SVM 

 
The Support Vector Machine SVM classifier was found more than a decade ago by (Vapnik, 1995). Support Vector 

Machines gained increasing attention because of its solid theoretical foundation. SVMs are a set of linked methods for 

supervised learning that are relevant for classification and regression problems [25] [26].  A modified algorithm of 

SVM proposed by Suykens and Vandewalle (1999), called Least Square Support Vector Machine LS-SVM [27]. The 

LS-SVM operates under equality instead of inequality constraints and uses the squared error cost function for judging 

the merit of algorithm optimization, giving it a remarkable advantage compared to SVM [28]. 

The SVM for classification, considers a binary classification training sample {(𝑥𝑖, 𝑦𝑖)} i=1, 2..., l, where 𝑥𝑖, is the 

vector of input pattern for the ith example and 𝑦𝑖 , is the corresponding target output [29]. The pattern represented by 

the subset 𝑦𝑖=+1 belongs to class 1, and the pattern represented by the subset 𝑦𝑖  =-1 belongs to class 2.  

The original SVM classifier satisfies the following conditions: 

𝑦𝑖[𝑤
𝑇𝑞(𝑥𝑖) + b] ≥ 1. i=1…l                ….. (2) 

The feature map is  q: 𝑅𝑛 → 𝑅𝑚, that mapping the input space to a high dimensional feature space where the data 

points get linearly separable by a hyperplane specified  by the pair (w∈ 𝑅𝑚,b∈R).  

Then the given classification function is, 

y(x) = sign {𝑤𝑇  q(x) + b}                     ….. (3) 

It is unnecessary to compute with the feature map, and one only needs to work instead with a kernel function in the 

original space given by, 

K (𝑥𝑖, 𝑥𝑗) = q (𝑥𝑖)
𝑇q (𝑥𝑗)                    ….. (4) 
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In the case of noisy data, forcing zero training error will lead to poor generalization. To take account of the fact that 

some data points may be misclassified, introduce a set of slack variables: 

𝜉𝑖 ≥ 0, i=1…l  

The relaxed separation constraint is given as, 

𝑦𝑖[𝑤𝑇𝑞 (𝑥)𝑖 +b] ≥ 1- 𝜉𝑖,   i = 1, ..., l    ….. (5) 

The optimal separating hyperplane can be found by the following minimization problem: 

𝑀𝑖𝑛
𝒘,𝒃,𝒆

= J(w,b) =
1

2
 𝑤𝑇w + C∑ 𝜉𝑖

𝑙
𝑖=1          …..(6) 

Subject to the constraints 

𝑦𝑖[𝑤𝑇𝑞 (𝑥)𝑖  + 𝑏] ≥  1 − 𝜉𝑖          𝑖 =  1, … , 𝑙
𝜉𝑖  ≥  0                                              𝑖 =  1, … , 𝑙

  

where C is a regularization parameter used to decide a tradeoff between the training error and the margin.  

The Vapnik’s standard SVM classifier formulation was modified by Suykens and Vandewalle into the following LS-

SVM formulation: 

𝑀𝑖𝑛
𝑤,𝑏,𝑒

= J(w,b) =
1

2
 𝑤𝑇w +𝛾  

1

2
 ∑ 𝑒𝑖

2𝑙
𝑖=1       …... (7) 

subject to the equality constraint 

𝑦𝑖[𝑤𝑇𝑞 (𝑥)𝑖 +b] = 1- 𝑒𝑖   i= 1, ..., l       …... (8) 

we observe that the transition from equation 6 to equation 7 involves replacing the inequality constraints with equality 

constraints and adding a squared error term (forming a least squares), like to ridge regression. The corresponding 

Lagrange for equation 7 is: 

L(w,b,e,α) ) = J(w,e) -  ∑ αi
l
i=1 {yi[w

Tq (x)i +b]-1+ei}    …. (9) 

where the αi are Lagrange multipliers. 

As was shown in ref 15, the optimality condition leads to the following  

(N + 1)×(N + 1) linear system: 

[
0 𝑦𝑇

𝑦 𝑧𝑧𝑇 + 𝑦−1     𝐼
  ] [

𝑏
𝛼

] = [
0

1
]              ….. (10) 

where Z = [ q (𝑥1)𝑇𝑦1; …….; q (𝑥𝑙)𝑇𝑦𝑙], Y= [𝑦1; …... ; 𝑦𝑙], 1 = [1...; 1].    ….. (11) 

Mercer’s condition is applied within the matrix zzT: 

zzT =𝑦𝑖𝑦𝑗 q (𝑥𝑖)
𝑇q (𝑥𝑗)   = 𝑦𝑖𝑦𝑗K (𝑥𝑖, 𝑥𝑗)          ….. (12)                       

Thus, we would only need to use kernel function K in the training algorithm and would never need to explicitly even 

know what q is.  

The LS-SVM classifier is then constructed as follows: 

f(x)= sign ( ∑ 𝑦𝑖αi
l
i=1  K (X, 𝑋𝑖) +b)                  ….. (13)        

 

2.2.2 Hyperparameter optimization 

The hyperparameters optimization that is also referred to as model selection, is the problem of choosing a set of 

hyperparameters for a model. The goal is to optimize the performance metrics of a model   an independent dataset and 

ensure that the model does not overfit its data by tuning [30][31]. Grid Search is the most frequently used hyper-
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parameter optimization technique. It performs exhaustive search on a manually specified subset of hyper-parameter 

Space. The GridSearchCV is an algorithm for detecting the optimal parameter values from a given set of parameters 

in a grid. It’s essentially a cross-validation technique. The model as well as the parameters must be entered. After 

extracting the best parameter values, predictions are made [32][33]. The gride search performs an exhaustive search 

on a manually specified subset of the hyperparameter space.  

Let X be a target algorithm with k parameters to be tuned, and let parameter 𝜃𝑖 be a value within the interval [𝑥𝑖 , 𝑦𝑖  ] 

in the parameter search space: 

Θ = [𝑥1, 𝑦1 ]×…..× [𝑥𝑘 , 𝑦𝑘]. 

 Θ: H → R is a performance measurement function that maps 𝜃 to a numeric score. 

A grid search attempts to evaluate every combination of hyperparameters and note the accuracy. When all 

combinations are evaluated, the model provides the set of parameters with the best accuracy 

Cross-validation, which is a splitting strategy used to evaluate the fitness of the parameter values in a grid search to 

optimize parameters such as C and gamma in an LS-SVM classifier [35][36]. LS-SVM was trained with different 

coefficients that were determined through the optimization algorithm. The trained fine-tuned LS-SVM model was 

tested using validation diabetes data [37] [38]. 

3. MODEL PERFORMANCE EVALUTION 

Many performance metrics exist to evaluate the LS-SVM classifier algorithm. Computing the number of correctly 

detected class samples (true positives), the correctness of a classification estimated. The number of correctly detected 

samples that do not belong to the class (true negatives), and samples that either were incorrectly ascribed to the class 

(false positives) or that were not detected as class samples (false negatives). The most utilized classification measures 

are the precision and recall metrics that are used in information retrieval. The classification accuracy is in terms of 

percentage. 

The higher the values of precision and recall are, the much better the classifier. Accuracy A is the overall effectiveness 

of a classifier. It is the proportion of the total number of predictions that are correct, and it highly depends on the 

dataset distribution to determine the system performance. A model is said to be satisfactory when the accuracy is high. 

The Recall R is effectiveness of a classifier to identify positive labels, and its proportion of relevant subjects who are 

correctly identified. The Precision P is the proportion of predicted relevant subjects who are correctly identified [39] 

[40]. 

The validation measurements used in this study are as follows: 

R = 
𝑇𝑃

𝐹𝑁+𝑇𝑃
                                ….. (14) 

P = 
𝑇𝑃

𝐹𝑃+𝑇𝑃
                                ….. (15) 

A = 
𝑇𝑁+𝑇𝑃

𝑇𝑁+𝐹𝑁+𝑇𝑃+𝐹𝑃
                    ….. (16) 

where 

TP is the true positives (i.e., patients correctly classified), 

FN is the false-negatives (i.e., patients incorrectly classified), 

TN is true negatives (i.e., patients not related to the condition and classified correctly), and 

FP is a false-positives (i.e., patients related to the condition and classified incorrectly). 

 

4. THE DATA SETS DISCRIPTION 

 

Pima Indian diabetes dataset is a collection of data from subjects with and without Type 2 Diabetes T2D. The 

subjects in this dataset are females of Pima Indian heritage who are at least 21 years old [41]. The Pima Indian 
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diabetes dataset was accessed from the Kaggle data depot. The source data for this dataset was provided by the 

National Institute of Diabetes and Digestive and Kidney Diseases. This dataset was used to diagnose whether a 

patient has diabetes based on certain diagnostic measures. The data are numerical and contain a total of 8 features 

as listed in Table 1 and 768 samples [42].  

The Iraqi Society Diabetes ISD dataset was accessed from the Mendeley that gathered from the Iraqi society. The 

dataset was acquired from the laboratory of Medical City Hospital and the Specializes Center for Endocrinology 

and Diabetes-Al-Kindy Teaching Hospital. The patients' files were collected, and data produced from the files and 

entered to the database to build the diabetes dataset. The dataset consists of 1000 patients and has three classes 

(Diabetic, Non-Diabetic, and Predicted- Diabetic) and 14 attributes as listed in Table 2. We excluded the Predict-

Diabetic class since the group is small [43]. 

 

TABLE I. Pima dataset attributes 

No Attribute Data Type Note 

1 Preg Numerical The number of pregnancies 

2 Gluc Numerical Glucose plasma levels two hours after consuming glucose 

3 Bp Numerical Diastolic blood pressure (mm Hg) 

4 Skin Numerical Thickness of the skin fold on the triceps of the upper arm (mm) 

5 Insulin Numerical Insulin serum levels in the blood two hours after the glucose test (lh/ml) 

6 BMI Numerical 
Body mass index [weight in kg/(Height in m)], an index used to evaluate a person's 

relative weigh 

7 DPF Numerical 
Diabetes pedigree function is a value that measures genetic risk factors based on a 

family history of diabetes 

8 Age Numerical Patient's age in years 

 

 

 

 
TABLE II. The ISD Dataset attributes 

No Attribute Data Type Note 

1 ID Numerical Identity of patient 

2 No-Patient Numerical No. of patients 

3 Gender Categorical Gender 

4 Age Numerical Age (years) 

5 Urea Numerical Urea 

6 Cr Numerical Creatinine ratio 

7 HbA1C Numerical Hemoglobin A1C 

8 Chol Numerical Cholesterol 

9 TG Numerical Triglycerides 

10 HDL Numerical High-density lipoprotein 

11 LDL Numerical Low-density lipoprotein 

12 VLDL Numerical Very low-density lipoprotein 

13 BMI Numerical Body mass index (weight in kg/(height in m)2) 
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Fig.1 The proposed SMOTE-ENN with fine-tuned LS-SVM algorithm 

5. RESULTS AND DISCUSSION 

 

The results for the proposed algorithm carried out in this work are presented in this section. 

Tests with real-world datasets were evaluated. We used Pima Indians and ISD diabetes datasets. The datasets are 

preprocessed firstly using imputation technique. The LS-SVM algorithm applied to Pima Indian diabetes dataset. The 

registered results were not satisfied, the accuracy measurement was 75%. The SMOTE-ENN is used for resampling 

imbalanced Pima and ISD datasets. The resampling technique has significant effect on LS-SVM algorithm 

performance, it enhanced the metrics results, in which the accuracy measurement increased, and it was 91%. The LS-

SVM algorithm is fine-tuned with GridSearchCV algorithm that optimizes the hyperparameters C and gamma.  The 

fined tuned LS-SVM with resampling technique SMOTE-ENN showed efficient classification results as shown in 

table 3, it is 98%.  Table 3 provides the performance metric values for Pima dataset that are obtained from proposed 

efficient classification algorithm. 

TABLE III: Results of the Least Square Support Vector Machine algorithm and fine-tuned Least Square Support Vector Machine algorithm with 

SMOTE-ENN applied to the Pima dataset 

 

Algorithm Accuracy Precision Recall 

LS-SVM 75% 70% 55% 

SMOTE-ENN-LS-SVM 91% 92% 93% 

SMOTE-ENN-Fine-tuned LS-SVM 98% 98.% 97% 
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The Least Square Support Vector Machine algorithm applied to the ISD dataset, the LS-SVM algorithm showed 

accepted results, the accuracy measurement was 97.3 %. The ISD diabetes dataset is preprocessed and resampled with 

SMOTE-ENN.  The result as shown in table 4 is enhanced. The registered accuracy was 98%. The LS-SVM algorithm 

is optimized with GridSearchCV algorithm, thus efficient classification results are optioned, and the accuracy was 

99.8%. Table 4 provides the performance metrics values from the SMOTE-ENN with fine-tuned LS-SVM algorithm 

for ISD dataset. 

 

Table IV: Results of the Least Square Support Vector Machine algorithm and fine-tuned Least Square Support 

Vector Machine algorithm with SMOTE-ENN applied to the Iraqi Society Diabetes ISD. 

 

6. CONCLUSIONS 

In this study, to develop a classification model for the outcomes of the clinical Pima Indian diabetes and Iraqi Society 

Diabetes ISD datasets, we proposed a classification algorithm as in figure 1, that is SMOTE-ENN with fine-tuned LS-

SVM algorithm.  The LS-SVM is applied on both datasets. The LS-SVM algorithm optimized using GridsearchCV, 

and it improved the LS-SVM algorithm performance by optimizing the C and gamma hyperparameters. In addition, 

the fine-tuned LS-SVM performance was enhanced when the SMOTE-ENN resampling technique was used as the 

preprocessing step and the median imputation. We observed that the proposed algorithm obtained the highest average 

values of the evaluation metrics, the accuracy obtained values were 98% and 99.8%, recall values were 97%and  99.8% 

, and precision values were 97% and 99.7%. 
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