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Optimizing deep learning for accurate 
blood cell classification: A study on 
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Abstract:
BACKGROUND: Deep learning’s role in blood film screening is expanding, with recent advancements 
including algorithms for the automated detection of sickle cell anemia, malaria, and leukemia using 
smartphone images.
OBJECTIVES: This study aims to build the artificial intelligence (AI) models and assess their 
performance in classifying blood film cells as normal or abnormal.
MATERIALS AND METHODS: The dataset included 171,374 images from 961 patients which were 
classified by experts. These images were resized, denoized, normalized, augmented, and classified 
into two categories, normal and abnormal cells. Two stain normalization techniques were used in 
this study; Reinhard and Mackenko techniques. The data were split into training and testing sets 
with a ratio of (8:2). The model was built through transfer learning by using the pretrained model 
Inception‑Resnet v2 as a backbone. Three different fine‑tuning techniques were tested in this study. 
The training was done using Python with Keras library on Google Colab for 10 epochs. The model 
was tested for accurately classifying individual blood cells whether normal or abnormal and evaluated 
using accuracy and area under receiver operator characteristic curve.
RESULTS: The counts of the three most common cell types were as follows: Segmented neutrophils: 
29,424; erythroblasts: 27,395; and lymphocytes: 26,242. The Reinhard stain normalization had better 
accuracy than Mackenko, the best AI model achieved the highest accuracy of 96.7%%, the area 
under the curve (AUC) of 99.87%, while the second technique achieved an accuracy of 91.46% and 
an AUC of 97.23% in classifying normal from abnormal cells.
CONCLUSION: In conclusion, AI can effectively classify the blood cells as either normal or abnormal, 
yielding accurate results in a time‑effective manner, especially with the use of transfer learning of 
pretrained models and fine‑tuning. In this study, Inception‑Resnet V2 showed good accuracy in 
differentiating normal from abnormal cells.
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Introduction

Artificial neural networks, artificial 
intelligence (AI) algorithms that 

simulate human neural tissue in terms 
of structure and functionality, are being 

increasingly utilized in multiple medical 
diagnostic and predictive aspects. They can 
learn the relationship between the inputs 
and outputs by extracting features and using 
them for decision-making.[1,2] The role of 
AI in medicine is rapidly expanding. It is 
believed that AI will be used by every type 
of clinician, ranging from paramedics to 
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specialty doctors, as it can assist healthcare providers in 
various ways, such as interpreting radiology imaging,[3-5] 
pathology slides,[6,7] retinal images,[8,9] skin lesions,[10,11] 
electrocardiograms,[12] and endoscopy.[13,14] The reasons 
for expanding the role of AI in medicine are related to 
increased data.[15]

Hematological neoplasms contribute significantly to 
global morbidity and mortality.[16] According to the 
global burden of cancer, leukemia ranked 15th as the most 
commonly diagnosed cancer and 11th as the leading cause 
of cancer-related death globally.[17,18] Early detection of 
hematological malignancies is essential as it enhances 
the outcome. The diagnosis of these diseases is complex 
and based on the multiple diagnostic modalities, such 
as cytology, histology, genetics, immunophenotyping, 
and imaging.[19] For detecting blood malignancies, 
blood smears or bone marrow examination is required 
and usually examined by hematologists under the 
microscope.[20]

The role of deep learning in the blood film screening 
of various pathologies is expanding. de Haan et al. 
developed a deep-learning algorithm for automated 
sickle cell anemia screening in smartphone-based 
microscopy. They utilized two deep networks, one for 
enhancing phone-captured images and the second one for 
segmentation and classification.[21] Fuhad et al. developed 
an algorithm based on deep neural networks for the 
automated detection of malaria-infected cells using 
smartphone-captured images.[22] A recent systematic 
review by Ghaderzadeh et al. evaluated machine learning 
in the diagnosis and classification of leukemia in blood 
films and revealed that deep learning was utilized in 
37% of the studies, with increasing frequency in the last 
few years. They used different pretrained models and 
transfer learning in their works.[23]

This study aims to build AI models and assess their 
performance accuracy in classifying blood film cells as 
normal or abnormal cells.

Materials and Methods

The dataset used in this study comprised bone marrow 
cytological preparations from 961 patients at Munich 
Leukemia Laboratory with various hematological 
diseases. The bone marrow slides were stained using 
Giemsa stain and cropped into single-cell images that 
experts classified into 22 categories.

The data was then preprocessed by resizing the images 
to 180 × 180 pixels due to limited resources. Next, the 
images were denoized using a median filter with a 
kernel size of 3, followed by stain normalization and data 
augmentation. Images were classified into two categories 

based on whether the cell could be seen normally in a 
blood film or not, as determined by the hematologists’ 
opinion of the class to be included in each category. 
The data were split into training and testing sets with 
an 8:2 ratio.

Stain normalization techniques are robust methods for 
color correction that involve a heterogeneous group of 
unprocessed images as standards for mapping various 
target images.

There are three types of color normalization methods, 
including global color normalization techniques like 
Reinhard, color normalization after stain separation based 
on supervised techniques, and color normalization after 
stain separation based on unsupervised techniques.[24]

Two preprocessing stain normalization functions were 
applied to all images including:
A. Separating eosin-like and the hematoxylin-like 

components based on the principle component 
analysis suggested by Macenko et al. method[25,26]

B. Matching the mean and standard deviation of each 
channel between the image and the target using linear 
transforms based on the work of Reinhard et al.,[27] 
Figure 1 shows the two stain normalization technique 
applied on a blast cell.

Convolutional neural networks (CNNs) have a large 
number of parameters and typically require a large 
amount of data for training. Even with small CNNs, 
this problem is applied. Various data augmentation 
techniques are used to overcome this limitation.[28] Data 
augmentation is applied by creating a set of new images 
using variations of the original images. The increase in 
data aims to reduce CNN overfitting and improve the 
generalization of the trained model.[29]

A CNN model was built through the transfer learning 
by using the pretrained model on the ImageNet dataset 
with fine-tuning. The pretrained Inception-Resnet v2 
model was adopted as a backbone, which is built based 
on two deep learning models, Inception and Resnet. 
This represents a modification in inception models 
by introducing residual blocks that add the output of 
the inception block to the input layer by using a 1 × 1 

Figure 1: (a) The original image, (b) Mackenko normalized, (c) Reinhard 
normalized
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convolution layer to match the depth. The output of 
this model is (8 × 8 × 1536). This is followed by global 
average pooling and two dense layers, and a classifier 
sigmoid. The models were built using Python v3.1 and 
Keras library with 25GB RAM provided by Google 
Colaboratory.

Fine-tuning the model involved implementing three 
different techniques. The first method entailed freezing 
the layers and only training the two dense and classifier 
layers. The second method involved training the 
classifier in the first step and gradually unfreezing the 
layers, starting with the first 10% and moving on to the 
next 10% until the training was complete. In the third 
method, the model was first trained to classify the 22 
different cell categories by gradually unfreezing the 
first 10% of layers and then the next 10% until all layers 
were trained, to improve the model’s ability to extract 
the features of blood cells. After completing the training 
process, the model was fine-tuned to classify cells as 
either normal or abnormal by retraining the sigmoid 
classifier while freezing all other layers of the model. 
The study was approved by the ethical committee of the 
Pathology Department College of medicine, University 
of Baghdad in February 11, 2024.

The three models were trained on Google Colab for 10 
epochs, the training parameters are shown in Table 1.

All the statistical analyses were done using Python V3.1, 
the data were summarized with count and proportion, 
and the models were evaluated using accuracy and area 
under the curve (AUC).

Accuracy = (TP + TN)/(FP + FN + TP + TN), where 
TP = True Positives, TN = True Negatives, FP = False 
Positives, FN = False Negatives.

Results

The age range of included patients was 18.1–92.2 years, 
with a median age of 69.3 years and a mean age of 
65.6 years. The cohort included 575 males (59.8%) and 
385 females (40.1%).[27] There were 171,374 images with 
83726 cells considered normal and the remainder were 
abnormal, the summary of the cell types and their count 
is shown in Table 2.

These models achieved different levels of accuracy, 
with Reinhard stain normalization had the highest 
accuracy during testing and was used as the standard 
normalization technique. The heat map for classifying 
a blast cell is shown in Figure 2.

The accuracy and AUC are presented in Figure 3 and 
Table 3, the 3rd fine-tuning technique achieved the 
highest accuracy and AUC 96.7 and 99.87, respectively, 

while the first technique had the least accuracy of 88.7%. 
Figure 4 displays the confusion matrix for the third 
fine-tuning technique using Mackenko and Reinhard 
stain normalization methods.

Figure 2: Heat map for a blast cell. (a) Blast cell, (b) Heatmap of the cell

Table 2: Dataset cell types and their count for the 
used dataset
Cell type Count Considered normal or abnormal
Segmented neutrophils 29,424 Normal
Erythroblasts 27,395 Abnormal
Lymphocytes 26,242 Normal
Artefacts 19,630 Abnormal
Promyelocytes 11,994 Abnormal
Blasts 11,973 Abnormal
Band neutrophils 9968 Normal
Plasma cells 7629 Normal
Myelocytes 6557 Abnormal
Eosinophils 5883 Normal
Monocytes 4040 Normal
Not identifiable 3538 Abnormal
Metamyelocytes 3055 Abnormal
Proerythroblasts 2740 Abnormal
Other cells 294 Abnormal
Basophils 441 Normal
Hairy cells 409 Abnormal
Immature lymphocytes 65 Abnormal
Faggot cells 47 Abnormal
Smudge cells 42 Abnormal
Abnormal eosinophils 8 Abnormal

Table 1: Training parameters for the three algorithms 
in Google Colab

Parameters /  
Specifications

Learning rate 0.001
Optimizer Adam
Loss function Binary crossentropy
Classifier Sigmoid
Epochs 10
Augmentation techniques Flipping and rotation

Table 3: The accuracy and area under the curve 
of three fine‑tuning techniques using Reinhard 
normalization

Accuracy (%) AUC (%)
The first technique 88.76 94.22
The second technique 91.46 97.23
The third technique 96.7 99.87
AUC=Area under the curve
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Discussion

AI has become a modern-day innovation that has 
demonstrated its effectiveness in both medical and 
nonmedical fields and has been widely applied in 
various medical domains.[30,31] Machine learning, as an 
automated pathological diagnosis, is increasingly used 
in the field of pathology.[32] When diagnosing leukemia, 
it is typical to undertake a series of procedures that 
involve clinically oriented history, thorough physical 
examination, and laboratory investigation directed 
towards identifying abnormal cells in peripheral 
and/or bone marrow blood samples. Delay in the 
diagnosis is associated with a delay in treatment and 
poor prognosis.[33] Therefore, this study was designed 
to detect abnormal white blood cells and differentiate 
them from normal ones using a relatively accurate and 
quick method.

To evaluate the performance of the model presented 
in this study, it was compared with similar research 
that aimed to achieve the same objective. Boldú 

et al.[34] used an ALNet deep learning-based network to 
diagnose the acute leukemia lineage, and the achieved 
sensitivity, specificity, and precision values were 
100%, 92.3%, and 93.7%, respectively, for myeloid 
leukemia. They obtained a sensitivity of 89% and 
specificity and precision values of 100% for lymphoid 
leukemia. Shafique and Tehsin[35] used deep CNN to 
detect acute lymphoblastic leukemia automatically and 
classify its subtypes, achieving 99.50% accuracy for 
leukemia detection and 96.06% accuracy for subtype 
classification. In addition, Hegde et al.[36] proposed 
a deep-learning approach for the classification of 
white blood cells in peripheral blood smear images. 
A systematic review by Salah et al.[37] concluded that 
using machine learning in hematology, particularly 
in hematological malignancy, improves diagnostic 
accuracy and increases clinical care efficiency in 
workflow and cost. Thus, the application of machine 
learning in such areas could have significant benefits 
since manual blood review is widely used not only in 
the hematology department.[38]

As with any deep learning project, the major limitations 
of the model presented in this paper are the need for a 
larger amount of data to achieve better performance 
and a larger and more complicated neural net, which 
increases the risk of overfitting. Furthermore, limited 
resources restricted the image size to smaller sizes, 
resulting in the loss of image details. Technical errors, 
such as mislabeled data, also have an impact on the 
model’s performance.[39] These limitations must be 
addressed in future research.

Conclusion

In conclusion, AI can effectively screen the blood films for 
the presence of abnormal cells, yielding accurate results 
in a time-effective manner, especially with the use of 
transfer learning of pretrained models and fine-tuning. 

Figure 4: Confusion matrix for the third fine‑tuning technique

Figure 3: Receiver operator characteristics curve for the two stain normalization. (a) Mackenko Normalization, (b) Reinhard Normalization. ROC = Receiver operator 
characteristics
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In this study, Inception-Resnet V2 showed good accuracy 
in detecting abnormal cells.
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