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 The present study proposes a numerical method based on genocchi 

polynomials to solve Volterra integral equations (VIE) of the special type. This 

method reduces the problem-solving operations, turning it into systems of 

algebraic equations that are easily solvable. Two numerical examples were 

presented to verify the method, applicability and accuracy of the method. 

Numerical results showed that the convergence rate of this method is 

acceptable. 
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1. Introduction  

Various numerical methods are used to solve ordinary differential equations or differential equations 

with partial derivatives or linear or nonlinear integral equations, time-dependent or non-time-

dependent. Among these methods, finite differences, finite elements and spectral methods can be 

mentioned. Spectral methods are of particular importance due to their high accuracy and fast 

convergence. Spectral methods are divided into three main groups: Galerkin, Tau and collocation, 

each of which has specific capabilities. 

The present study proposes a new method for the numerical solution of the third type linear integral 

equations. It should be mentioned that the given method is based on the approximation of unknown 

functions using Genocchi polynomial. 

Numerical techniques are best suited for solving various integral problems. Recently, various types of 

quadrature rules are used in the field of numerical integration for the benefit of science and 

technology. Real definite integrals are approximated with the anti-Newtonian and anti-Gaussian rule 

[1]. This mixed method gives the better approximation. A   mathematical   model   for approximate   

solution   of line   integral is proposed [2] . Many studies have been done on the numerical solution of 

integral equations, and many types of numerical methods have been developed to quickly and 

accurately obtain the approximation of the solution. Also error bounds for numerical integration of 

functions of lower smoothness and   Gauss Legendre quadrature rule has been investigated [3]. A 

joint quadrature method is based on combining two rules of the same precision level for numerical 

solution of the double integral is presented [4]. Collocation methods for solving integral equations 

are obtained [5] . Many practical problems such as vorticity transport equation, heat   and   advection 

diffusion   equations, whitham-broer-kaup-like equations have been solved numerically in various 

articles [6-8] . The methods of numerical solution of different types of ordinary and partial differential 

equations have also been studied in recent years [9-12]. Several numerical methods like block 

method [13-15]. Finite element and transformation technique [16-18], B-spline collocation [19-21] 

and higher degree B-spline and block method [22] have also been discussed a lot in various articles. 

In this research, we use good and simple functions such as Genocchi polynomials and their matrices 

to transform the special kind of Volterra integral with singular kernels, as shown below. 

𝑥∝ 𝑦(𝑥) = ℎ(𝑥) + ∫ 𝑘(𝑥, 𝑡) 𝑓(𝑦(𝑡))𝑑𝑡,     0,x T  .
𝑥

0    
 

Where ℎ(𝑥) ∈ 𝐿2(𝑅), 0 ≤ 𝑥  , 𝑡 ≤ 𝑇;    𝑘(𝑥, 𝑡) = (𝑥 − 𝑡)−∝ 𝑡𝛽 ,  )0,1 , , 0 , 0 ,       + 

and 𝑓(𝑥) is a continuous function on the interval [0, 𝑇] and 𝑦(𝑥) is unknown function.  

This class of equations, as stated in (1), is found correspondingly in the concepts of single integral 

equations with boundary value problems for complex partial differential equations. 

All previous studies had been conducted to find an analytical solution method for third kind integral 

equations and no numerical one had been proposed. Therefore, the present study proposed a new 

method for numerical solution of the linear integral equations of the third kind. It should be noted 
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that the given method was on the basis of approximating unknown functions using Genocchi 

polynomials. 

2. Genocchi Polynomials and their properties  

Genocchi polynomials  and Genocchi numbers  have been widely used in many branches of mathematics and 

physics such as analytic and complex number theory, homotopy theory, differential topology and quantum 

physics. 

Genocchi polynomials 𝐺𝑛(𝑥) and Genocchi numbers 𝐺𝑛 are usually defined using generating functions 𝑄(𝑡, 𝑥), 

𝑄(𝑡), respectively, as follows: 
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in which 𝐺𝑛(𝑥) is the Genocchi polynomials are of order n. 

Also, Genocchi polynomials are obtained as follows: 

1

0

( ) 2 ( ) 2 ( ) ,
n

k n

n n k n n

k

n
G x G x B x B x

k

+

−

=

 
= = − 

 


 

Which 𝐺𝑛−𝑘 is obtained from the following relationship : 

( )2 1 2 ,n

n nG B= −
 

and 𝐵𝑛 is Bernoulli's number . 

Some prime numbers of Genocchi are given in the following table: 

0 1 2 4 6

0 1 1 1 3n

n

G

−−−−−−−−−−−−−−−

− −

−−−−−−−−−−−−−−−  

Also, we have 

2 1 0, 1,2,3,...nG n+ = =
 

The first few terms of Genocchi polynomials are: 
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( )

( )
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The diagram of Genocchi polynomials is also shown in Figure 1: 

 

Figure 1. Diagram of Genocchi polynomials 

2.1. Approximation of arbitrary function using Genocchi polynomial 

Approximation theory plays an important role in solving all kinds of differential equations. 

The main goal of this section is to approximate the arbitrary function
  2( ) 0,1f x L

 
 with Genocchi 

polynomials. 

Suppose: ( ) ( ) ( )   2

1 2, ,..., 0,1NG x G x G x L  be a set of Genocchi polynomials. 

also: ( ) ( ) ( ) 1 2, ,..., NP span G x G x G x=  

Because P is a finite-dimensional subset of the space
  2 0,1L , so 𝑓(𝑥) as an arbitrary element of the space

 

 2 0,1L , has the best unique approximation in P, which we call ( )f x
 and applies to the following relation: 

22
( ) ( ) ( ) ( ) , ( ) .f x f x f x y x y t P−  −    

According to the above inequality, the following internal multiplication will also be valid: 
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( ) ( ), ( ) 0, .f x f x y t P− =   

Any arbitrary function
  

 2( ) 0,1f x L   is considered using Genocchi polynomials as follows: 

1

( ) ( ) ( ) ( )
N

T

n n

n

f x f x c G x C G x

=

 = =  

in which T is the transduction and C is vector coefficients of Genocchi and vector G(x) will be as follows: 

   1 2 1 2, ,..., , ( ) ( ), ( ),..., ( )
T T

N Nc c c c G x G x G x G x= =  

Therefore, the coefficient using genocchi polynomials is: 

( )( 1) ( 1)1
(0) (1) , 1,2,..., .

2 !

n n

nc f f n N
n

− −= + =  

Of course, we must pay attention to the important point that the calculation of the approximation coefficient by 

the Genocchi polynomial in the above relation is not possible for a function that is not differentiable n-1 times at 

distinct points  0 , 1x x= = . 

3. Genocchi method for the integral equation of the third type 

Consider the integral equation of the third type as follows: 

𝑥∝ 𝑦(𝑥) = ℎ(𝑥) + ∫ (𝑥 − 𝑡)−∝  𝑡𝛽  𝑓(𝑦(𝑡))𝑑𝑡,     0,x T  .
𝑥

0

                       (1) 

To numerically solve this type of integral equations, we approximate the all known and unknown functions of 

the equation as below, 

𝑦(𝑥)
1

( ) ( )
N

T T

n n x

n

c G x C G x C G X
=

 = =  

Where 

C =  1 2, ,...,
T

Nc c c , 

is the vector of unknown coefficients. 

21, , ,..., ,
T

n

xX x x x =   

 1 2( ) ( ), ( ),..., ( ) ,
T

N xG x G x G x G x G X= = 

where 𝐺 is a 𝑛 × 𝑛 matrix of coefficients that can be approximated by 
xX . 

Therefore, before applying the new approach to solving the nonlinear singular integral equation (1), we must 

calculate the following integral: 
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( ) ( )

( )
( )1

0

1 1
( ) , 0,1,...

2

x jj
j

x t t dt x j
j






− +−
 −  +

− = =
 − + 

If we put, 𝑔(𝑥) = 𝑓(𝑦(𝑥)),     0 ≤ 𝑥 ≤ 1 . 

According to the previous relations and placing in integral equation (1), we will have, 

( )( )0
( ) ( ) ( ) ( ) ,

x

g x f x h x x t t f y t dt  − − = + − 
  

will have: 

( )0
( ) ( ) ( ) , 0 1

x
T T

tC G x f x h x x t t C GX dt x  − − = + −   
 

 

And also,

 

( )0
( ) ( ) ( ) , 0 1

x
T T

tC G x f x h x C G x x t t X dt x   − − −= + −  
 

At this stage, we must convert the integral part of the above relationship into matrix form : 

Assuming 

21, , ,..., ,
T

n

tX t t t =  
 

can write: 

0 0 0 0

1 2

0 0 0

( ) ( ) , ( ) ,..., ( ) ,...

( ) , ( ) ,..., ( ) ,...

T
x x x x

n

t

T
x x x

x x t t X dt x x t t dt x t t t dt x t t t dt

x x t t dt x t t dt x t t dt

         

      

− − − − − −

− − − + − +

 − = − − −
  

 = − − −
  

   

  

 

so 
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( ) ( ) ( )
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With considering: 

( ) ( )

( )
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1 1
, 0,1,2,...
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m m
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The previous relationship is as follows: 
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where M is an infinite diagonal matrix and K is also: 

( ) ( ) ( )2 1 2 2 2 1
, ,..., ,...

T
m

K x x x
     − + − + + − + =

 
 

Each infinite vector domain above can be written as follows in terms of Genocchi polynomials: 

( )2 1

, ,1 ,2 ,2

1

( ) , , ,..., ,...
m

m i i m x m m m m

i

x a G x G X a a a
 


+ − +

=

 = =   =   

so 

   1 2 1 2, ,..., ,... , , ,..., ,...
T T

x x m x x t mK G X G X G X AG X A=    = =    

By placing in the previous relations, we have: 

0
( )

x

t xx x t t X dt AG X  − −− =  

By combining the two final relations, we will have: 

( )( ) ( ) , 0 1T T

xC G x f x h x C G AG X x−= +    

We select N nodal points using the Newton-Cots method to find the values of vector C as follows: 

2 1
, 1,2,...,

2
p

p
x p N

N

−
= =

 

( )( ) ( ) , 1,2,..., .
p

T T

p p p xC G x f x h x C G AG X p N−= +  =

 

We can solve the above nonlinear system by using Newton's iteration scheme to calculate the unknown vector 

C. After calculating the unknown vector C by solving the above nonlinear equation, to obtain the approximate 

solution of equation (1), we will have the following form : 

( ) ( ) ( ), 0 1 ,T

ny x x f x C G AG x x−= +     

4. Error analysis and convergence order of the method 

In this section, we estimate the error of the approximate solution to find the error bounds of the new numerical 

approach by applying Genocchi polynomials. 

 Consider the special kind of Volterra integral equations of the form of equation (1). 

Suppose: 

( ) ( ) ( ) ,n ne t y t y t= −
 



8                                                                          Author names,, Al-Qadisiyah Journal of Pure  Science Vol. (29) Issue (Special) (2024)

 

 

Be the error function is the integral equation (1) in which  𝑦𝑛(𝑥), 𝑦(𝑡) are the known function and its 

approximation, respectively. 

we have: 

( )( ) ( )( )

( ) ( )( )
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2 2 0

2
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2
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     

  

− − − −
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= − = −

= + − − + −

= − −



  

 

 

Since 𝑓(𝑡) is Lipshitz continuous, there exists a number 𝐶1 such that: 

( )( ) ( )( ) ( ) ( )1n nf y t f y t C y t y t−  −
 

So 
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And similarly, by placing the formula of Genocchi polynomials in the above relationship, we will have: 

2
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  

  
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−
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− −
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  
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  

  

  

 
By defining the term ( , , )t    as follows: 

1 2

0
( , , ) ( ) (1 ,1 )

x

t x x t t dt B x        − − − += − = − +
 

And the beta function as follows: 

11
1

0
( , ) (1 )B t t dt


 

−
−= −  

We will have 
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2

12 1 2

12 0
0 1

( ) (1 ,1 )
n N

k

n n n k

k n N

n
e t C c G B k x dx

k

   − + +

−

= = +

  
 − + +  
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5. Numerical examples 

In this section, two numerical examples with tables and graphs are performed to check the accuracy of 

the proposed method as well as the accuracy and efficiency of Genocchi polynomial scheme. 

To reflect on method error, notations would be introduced: 

2
0

2

max ( ) ( ) , log m
m i m i m

i n
m

e
e y t y t P

e 

 
= − =  

 
 

Example 1. Consider the following special kind of Volterra integral equation, 

( )  
2 1 2

3 3 3

0

3
( ) ( ) ( ) , 0,1

3

x

x y x h x t x t y t dt t


−

= + −   

Where 

47

12

1 55

3 12
( ) 1

59
3

12

h x x



    
     
    = −

  
  
  

 

And the exact solution of the equation is: 
13

4( ) .y x x=  

First, the above equation was solved with different values of m. Then, numerical outputs were listed in 

Table 1 reporting the highest error, order of convergence, and outputs of the collocation method [11]. 

Notably, numerical outputs demonstrated that the proposed method had a convergence of 3.76. 

Whereas, in the collocation method described in [11], these examples had an order of convergence by 

2.96. 

 

Table 1. Numerical outputs for example 1 

Collocatrion method 

mP

 

Collocatrion method 

me 

Proposed method 

mP 

Proposed method 

me 

m 

2.96 

3.01 

38.112 10− 
26.174 10− 
32.210 10− 
43.421 10− 

3.76 

4.12 

41.348 10− 

43.123 10−  

6 

12 

3.42 4.03 42.045 10− 24 

3.15 3.95 51.217 10− 48 
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Example 2. Consider the following special kind of Volterra integral equation that would be applied for 

modeling a number of heat conduction problems with the mixed-kind boundary conditions: 

 
0

1
( ) ( ) ( ) , 0,1

2

x

x y x h x y t dt t= +   

Where 

36
( )

7
h x x x=  

And the exact solution of the equation is: 

5

2( ) .y x x=  

Here also, the above equation was solved for different values of m. Then the numerical outputs were listed in 

Table 5.2. In this table, the report of the highest error, the order of convergence and the outputs of the 

collocation method [11] are given. 

Notably, the numerical outputs showed that the proposed method has a convergence rate of 4.88, while, in the 

collocation method described in [11], these examples had a convergence rate of 2.59 

. Table 2. Numerical outputs for example 2 

Collocatrion method 

mP

 

Collocatrion method 

me 

Proposed method 

mP 

Proposed method 

me 

m 

3.75 

2.59 

37.541 10− 
35.738 10− 
43.667 10− 
52.213 10− 

4.99 

4.88 

52.741 10− 

42.141 10−  

6 

12 

3.48 5.03 41.440 10− 24 

3.19 5.34 53.277 10− 48 

 

6. Conclusion 
The present study proposes a numerical method based on Genocchi polynomials to solve special kind of 

Volterra integral equations. This method reduces the problem-solving operations, turning it into systems of 

algebraic equations that are easily solvable. Two numerical examples were presented to verify the method, 

applicability and accuracy of the method. Numerical results showed that the convergence rate of this method is 

acceptable. 
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