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Inverse Problem of Class of Delay Differential
Equations and Fast Estimation of Parameters

Ibrahim Makki Khalil *, Jehan Mohammed Khudhir

Department of Mathematics, College of Science, University of Basrah, Basrah, Iraq

ABSTRACT

This article introduces an integral representation formula to solve delay nonlinear ordinary differential equations
(DDEs) as an improvment to the method proposed by Tyukin I, et al. of solving a class of ordinary differential equations.
The integral formula depends on the parameters of the systems explicitly as nonlinear parameterized computable
functions. It features both linear and nonlinear equations and show an effective form for estimating unknown parameters.
Solutions of DDEs are represented as sums of computable integrals which are implicitly dependent on the initial condition
and the unknown parameters. This allows invoking parallel computational streams using Matlab tools of sums to increase
the speed of calculations. On the other hand, reducing the dimension of the vector of the unknown parameters proposed
by the integral representation method gives faster calculations and high accuracy in advance. Estimating the parameters
appears in the model by using the least squares approach. It provides an observation model to determine the most
informative data for a specific parameter, and find the best fit model. In the example of Morris-Lecar of neural cells
model, the consistency of delay differential equations with the observers of cell’s activation is shown by fitting the
observed data to the real data within the high accuracy of estimating the parameters.

Keywords: Delay differential equations, Integral representation, Least square approach, Morris-Lecar model, Parameter
estimation

Introduction

Delay differential equations (DDEs) are a class of
differential equations that pay attention to modeling
many real-life problems that were previously
modeled as ordinary differential equations (ODEs).
Class of DDEs are practically used for analyzing the
delay time in systems such as population dynamics,1

neural networks,2 immunology,3 physiology,4 and
epidemiology.5 In ODEs, the functions of the systems
and their derivatives are evaluated at the same
time. However, the class of DDE depends on the
state of the system at an earlier time. The delay
can be considered as part of the time of some
hidden actions, for example, in the stages of the
life cycle of the tumor cells, the duration of the
infectious period of a cell by tumor, the immune

period,6,7 and the duration of vaccines action in the
cells.8,9

Employing inverse problems of DDEs to estimate
unknown parameters by using the least square ap-
proaches has been addressed in many studies for prac-
tical applications,10,11 identifiability of estimating
parameters of systems12 and biological problems13–15

and their corresponding medical applications.16–18

This is started by using an initial guess and then
comparing the estimated values with the real ones.
There are many issues the estimator may face. Es-
timating some of the parameters could be difficult
and sometimes even impossible because DDEs or even
ODEs have noisy measurements. The nonlinearity of
the most relevant DDE and ODE models gives another
difficulty in estimating parameters by most optimiza-
tion techniques. On the other hand, other difficulties
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could affect further progress. It is, however, difficult
or even impossible to find explicit known functions of
parameters and initial conditions to represent some
observed quantities of equations.19 Then the estima-
tion process cannot be reached at the same time as
the numerical simulation of solutions of systems or
it gives a slow process for the computational tech-
niques used. In 2017, Tyukin I, et al.20 proposed a
method for fast and scalable evaluation of periodic
solutions of systems of ordinary differential equations
(ODEs) for a given set of parameter values and ini-
tial conditions of the state variables. This method is
very effective for giving an explicit integral repre-
sentation of solutions of the system and estimating a
large number of parameters which results in accurate
evaluations. In addition, it allows invoking parallel
computational streams by using, however, CUDA pro-
gramming to increase the speed of calculations.

Therefore, this study provides an improved tech-
nique for that proposed in 201720 to address the
computational difficulties in solving some nonlinear
differential equations and DDEs in special cases. This
proposes to represent the integrals to be computable
and some of the unknown parameters can be esti-
mated explicitly within the right-hand side of the
nonlinear quantities. Technical tools of adaptive ob-
server design are employed here to provide a feasible
solution for such a class of systems.

The motivation of this paper is to develop a rep-
resentation framework of solutions for DDEs and to
give fast and accurate parameter estimations. The
next section addresses the form of DDEs, including
general Assumptions regarding all terms of class of
the delay systems. This is followed by proving the
integral formula of solving DDEs and the main results
of estimating parameters. Numerical simulations and
applications to neural cell dynamics are given in the
last section.

Parameterized system of DDEs

To estimate values of unknown parameters, that ap-
pear in any model equations, the inverse problem of
the model should be considered. It is assumed that the
collected data is given; then the unknown parameters
can be determined by fitting the model equations to
the data. Consider the following general form of the
DDE model:

x′ (t ) = f (t, x (t ) , x (t − τ ) ; θ ) , t ∈ [t0, tT ] (1)

y (t ) = h (x)

where x ∈ ℝn is the vector of the state variables, y is
the output depends on the function h(x) and θ is

a vector parameter of the model. The model fitting
problem is to select a value or a set of values for θ for
which the function x(t; θ̂ ) provides a ‘best’ fit at the
time {ti}, to the output data {yi} for 0 ≤ i ≤ T ; T > 0
and tT = t0 + T . The delay term, x(t − τ ), refers to a
previous time in about τ > 0 and represents processes
and actions that take τ time to complete.

In Eq. (1), if it does not include delay, is defined
for t > t0 and then x refers to the current time t in
the time of arguments and this is called the forward
problem. Here, x refers to the state variables at pre-
vious times t < t0 to show the delay effect since past
states of x influence the dynamic of the current state,
x′(t ). In this case, the initial history function x(t − τ )
must be prescribed on an interval that extends before
the initial time t0 . The delay differential equation for
t > t0 is solved numerically, so the delay initial value
problem can be only discussed as a forward problem
to evaluate the dynamic systems for x(t ) and x(t − τ )
as different state variables in the system and then
the data can be numerically simulated and used to
consider the form of its inverse problem.

The solution of Eq. (1) at any time t ≥ t0 depends
on values of x from t0 − τ to t0, so the problem
requires a history function xD(t ) defined on an
interval [t0 − τ, t0].

Now, let us define the adaptive observer design of
the delay initial value problem as follows:

x′J (t ) = ℱ
(
y (t ) , t

)
xJ + ℒ

(
y (t ) , t

)
p

+K
(
y (t ) , q

(
t, y (t )

)
, qD

(
t, y (t )

)
, ϑ, t

)
ṗ = −ℒ

(
y (t ) , t

)
p

q
(
t, y (t )

)
= x j1 (t ) , t ≥ t0 (2)

qD
(
t, y (t )

)
= x j2 (t ) , t0 − τ ≤ t ≤ t0

y = CT xJ, t ≥ t0

x (t ) = xD (t ) , t0 − τ ≤ t ≤ t0

where xJ(t ) represents the vector of the nonlinear
state variables, q(t, y(t )) and qD(t, y(t )) represent
linear equations and delay nonlinear equations, re-
spectively. Then, the dimension of the system is n =
n1 + j1 + j2 The two vectors of parameters, p ∈ ℝm

and ϑ ∈ ℝr, including the parameters of θ , i.e. θ =
(p, ϑ ).

For system (2), let the following Assumption as
follows:

Assumption 1:

1- The solution trajectoryof x′J(t ) is periodic for t ∈
[t0, tT ].
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2- The function ℱ(y(·), ·), defined ℱ : ℝ×ℝ→
ℝn1 , is bounded, continuous, and periodic.

3- Real values of the parameters p ∈ ℝm and ϑ ∈

ℝr are unknown.
4- Values of the output y = CT x(t ), where C =

col(1,0,0, . . . ,0) ∈ ℝn1 , for all t ∈ [t0, tT ] are
available that take the data values of x1 only.

5- The function ℒ(y(·), ·), defined ℒ : ℝ×ℝ→
ℝn1+m, is periodic, and is in the field L∞[t0,∞) ∩
C0.

6- The function K(y(·), q(·, y(·)), qD(·, y(·)), ϑ, ·),
defined K : ℝ×ℝd

×ℝr
×ℝ→ ℝn1 , is periodic

and is defined in L∞[t0,∞) ∩ C1.

At the time t0 in system (2), the derivative of
the initial history function, if it exists, gives the left
derivative of xD(t, y(t )),

For the delay differential equations in (2) we al-
ways consider the derivative x′J(t ) at the time t0 just
from the right side. Then, the left derivative of the
initial history function, if it exists, represents the left
derivative of xJ(t ):

lim
t→t−0

x′D
(
t, y (t )

)
= x′J (t0) = lim

t→t−0

xJ (t )− xJ (t0)
t − t0

Which likely gives different derivatives from the
right side:

lim
t→t+0

x′ (t ) = lim
t→t+0

(
ℱ
(
y (t ) , t

)
x+ ℒ

(
y (t ) , t

)
p

+ K
(
y (t ) , q

(
t, y (t )

)
, qD

(
t, y (t )

)
, ϑ, t

))
A convenient notation for the system to have more

effective estimation is combining the state variables
xJ and the parameters p in a new variable XJ and
system (2) becomes in the form:

X ′J (t ) =
(
ℱ
(
y (t ) , t

)
+ λCT ℒ

(
y (t ) , t

)
−ℒ

(
y (t ) , t

)
0

)
XJ

+

(
K
(
y (t ) , q

(
t, y (t )

)
, qD

(
t, y (t )

)
, ϑ, t

)
− λy (t )

y (t )ℒ
(
y (t ) , t

) )
(3)

Y = CT
1 XJ = CT xJ

where XJ = (x, p)T
∈ ℝn1+m and C1 = col(1,0,0,

. . . ,0) ∈ ℝn1+m.

Existence and uniqueness of solutions

To prove the existence and uniqueness of solutions
of system (2) in the delay differential equations set-
ting, it can be represented using its associated integral
equation.

Solutions of Eq. (3) for t ∈ [t0, tT ] are in the form:

XJ (t ) = ϕ (t, t0) XJ (t0)+ ϕ (t, t0)
∫ t

t0
ϕ(s, t0)T

×

(
K
(
y (s) , q

(
s, y (s)

)
, qD

(
s, y (s)

)
, ϑ̂, s

)
− λy (s)

y (s)ℒ
(
y (s) , s

) )
ds

(4)

where λ ∈ ℝn1 and this system has normalized
fundamental solution matrices ϕ(t, t0), ∀ t ∈
[t0, tT ]: ϕ(t0, t0) = In1+m.

This leads us to the associated integral equation by
noticing that XJ(t0) = XD(t0):

XJ (t ) =
ϕ (t, t0) XJ (t0)+

∫ t
t0 ϕ (t, s)

×

(
K
(
y (s) , q

(
s, y (s)

)
, qD

(
s, y (s)

)
, ϑ̂, s

)
−λy (s)

y (s)ℒ
(
y (s) , s

) )
ds
,

t0 ≤ t ≤ tT
XD (t ) , t0 − τ ≤ t ≤ t0 (5)

Lemma 1: If xJ(t ) is continuous on [t0 − τ, tT ], then
xD(t ) for t0 − τ ≤ t ≤ t0 is a continuous function of t
on [t0, tT ].

Proof: Since xJ(t ) is continuous on the compact set
[t0 − τ, tT ] then it is uniformly continuous on that set.
Therefore, for all t1, t2 ∈ [t0 − τ, tT ] and for all δ >
0, there exist ε > 0 such that whenever |t2 − t1| < δ,
then |xJ(t2)− xJ(t1)| < ε.

Thus, for t∗1 , t∗2 ∈ [t0, tT ] and |t∗2 − t∗1 | < δ, the norm
|xJ(t∗2 − τ )− xJ(t∗1 − τ )| < ε is satisfied which implies
that |xD(t∗2 )− xD(t∗1 )| < ε. This, therefore, proved the
continuity of xD(t ) in t for [t0, tT ]. �

From Lemma 1, it can be observed that the delay
differential equations qD(t, y(t )) are also continuous
on [t0, tT ]. In Eq. (5), it is concluded that xJ(t ) is
defined for all t ∈ [t0 − τ, tT ], Lemma 1 includes that
xJ(t ) is a continuous function for t ∈ [t0, tT ] and by
Assumption 1, K(y(t ), q(t, y(t )), qD(t, y(t )), ϑ, t ) is
continuous. Then, by the fundamental calculus the-
orem, it could differentiate both sides of Eq. (5) to
get the initial value problem of the system (2).

It can be simply showing that system (2) is uniquely
identifiable on [t0 − τ, tT ]. Define the first set as

γ1
(
p̃, ϑ̃

)
=

{
(
′

p,
′

ϑ ),
′

p ∈ ℝm,
′

ϑ ∈ ℝr
| L
(
y (t ) , t

)T
× (

′

p− p̃)+ K
(

y (t ) , q
(
t, y (t )

)
, qD

(
t, y (t )

)
,
′

ϑ, t
)

− K
(
y (t ) , q

(
t, y (t )

)
, qD

(
t, y (t )

)
, ϑ̃, t

)
= 0,∀ t ∈ [t0, tT ]

}
(6)
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or

γ1
(
p̃, ϑ̃

)
=

{
(
′

p,
′

ϑ ), p′ ∈ ℝm,
′

ϑ ∈ ℝr
|x
(
t, p̃, ϑ̃

)
− x (t,

′

p,
′

ϑ ) = 0, ∀ t ∈ [t0 − τ, t0]
}

(7)

The parameterization problem of the system (2) can
be indistinguishable from each other which makes
the values of x(t ) to be known for all t ∈ [t0, tT ]
and are all included in γ1 ( p̃, ϑ̃ ). This implies, from
Eqs. (6) and (7), that if x(t, p̃, ϑ̃ ) = x(t,

′

p,
′

ϑ ) for all
t ∈ [t0 − τ, tT ] then (

′

p,
′

ϑ ) ∈ γ1 ( p̃, ϑ̃ ). This also could
be satisfied, in other words, if y(t, p̃, ϑ̃ ) = y(t,

′

p,
′

ϑ )
for all t ∈ [t0 − τ, tT ]. However, the set γ1 ( p̃, ϑ̃ ) may
contain various values for at least one parameter
then system (2) does not have a unique solution
on [t0 − τ, tT ].

For simplicity, system (2) has been considered with
unique solutions on [t0 − τ, tT ].

Assumption 2: The set γ1 ( p̃, ϑ̃ ) contains only one
vector of values for the unknown parameters.

Integral formula for solving delay differential
equations

Consider the following linear system with the state
variables µ1 and µ2:

d
dt

(
µ1
µ2

)
=

(
ℱ
(
y (t ) , t

)
+ λCT ℒ

(
y (t ) , t

)
−ℒ

(
y (t ) , t

)
0

)(
µ1
µ2

)
(8)

with the fundamental solution matrices ϕ(t, t0), ∀ t ∈
[t0, tT ]: ϕ(t0, t0) = In1+m.

Theorem 1: Consider system (2) and suppose that
Assumptions 1 and 2 hold. Let the function ℒ(y(t ), t )
satisfies:∫ tT

t0
ℒ
(
y (s) , s

)
ℒ
(
y (s) , s

)T ds ≥ γ In1+m, γ > 0.

Then the following statements are equivalents:

1) Ŷ (ϑ̂, t ) = CT
1 XJ(t; t0,XJ(t0), ϑ ),

∀ t ∈ [t0, tT ] ; Ŷ : ℝr
×ℝ→ ℝ,

such that

Ŷ
(
ϑ̂, t

)
= CT

1

[
ϕ (t, t0) X̂J (t0)+

∫ t

t0
ϕ (t, s)

×

(
K
(
y (s) , q

(
s, y (s)

)
, qD

(
s, y (s)

)
, ϑ̂, s

)
−λy (s)

y (s)ℒ
(
y (s) , s

) )
ds
]
;

t0 ≤ t ≤ tT (9)

or

Ŷ
(
ϑ̂, t

)
= CT

1 XD (t ) ; t0 − τ ≤ t ≤ t0 (10)

where

X̂J (t0) = (In+m − ϕ (tT , t0) )−1
∫ tT

t0
ϕ (tT , s)

×

(
K
(
y (s) , q

(
t, y (s)

)
, qD

(
s, y (s)

)
, ϑ̂, s

)
− λy (s)

y (s)ℒ
(
y (s) , s

) )
ds

2) ϑ = ϑ̂

Moreover, the values of x0 and p satisfy:

X̂D (t0) = X̂J (t0) =
(

x̂J (t0)
p̂

)
(11)

Proof: Let us first assume that 1) is satisfied. Accord-
ing to the theorem of proofing the unique solutions,21

there exist positive numbers ρ,U such that:

‖ϕ
(
t, t̃0

)
‖ ≤ Ue−ρ(t−t̃0), ∀ t ≥ t̃0; t, t̃0 ∈ [t0,∞) .

The matrix (In+m − ϕ(tT , t0) )−1 exists because all
the matrices In+m − ϕ(t, t0), for all t ∈ [t0 − τ, tT ],
have non-zero eigenvalues.

Consider the variable, where X = (X1,X2) is the
vector of variables of the system:

d
dt

(
X1
X2

)
=

(
ℱ
(
y (t ) , t

)
+ λCT ℒ

(
y (t ) , t

)
−ℒ

(
y (t ) , t

)
0

)(
X1
X2

)
+

(
K
(
y (t ) , q

(
t, y (t )

)
, qD

(
t, y (t )

)
, ϑ, t

)
− λy (t )

y (t )ℒ
(
y (t ) , t

) )
(12)

Solutions of Eq. (12) are defined for all t ≥ t0,
and the function X (·) = (x(·, p̃, ϑ̃ ), p̃) is defined in
the domain of the function x(t, p̃, ϑ̃ ) extended to
[t0,∞). Solutions of Eq. (8) introduced with µ1(t0) =
X1(t0)− xJ(t0), µ1(t0) = X1(t0)− p, where µ1(t ) for
all t ∈ [t0, tT ] has constant values if ŷ(ϑ̃, t ) = y(t ).
Since the set γ1 ( p̃, ϑ̃ ), according to Assumption 1,
contains just one element, then it implies that
X2(t0) = p̃, ϑ ′ = ϑ̃ . However, the dynamics of XJ(t )
satisfy that XJ = XD(t ) is not required to be periodic
on all t in [t0 − τ, t0]. Notice that Eq. (12) is linear
and has the following form of unique exponentially
stable solutions:
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X (t ) = ϕ (t, t0) X (t0)+
∫ t

t0
ϕ (t, s)

×

(
K
(
y (s) , q

(
s, y (s)

)
, qD

(
s, y (s)

)
, ϑ̂, s

)
− λy (s)

y (s)ℒ
(
y (s) , s

) )
ds,

∀t ∈ [t0, tT ]

and

X (t ) = XD (t ) , ∀t ∈ [t0 − τ, t0]

This shows that Eqs. (9) and (10) hold.
Now, if 2) holds, let

′

p,
′

ϑ be parameters sat-
isfy that y(

′

p,
′

ϑ, t ) = y(t ) for all t ∈ [t0, tT] and
y(
′

p,
′

ϑ, t ) = xD(t ) for all t ∈ [t0 − τ, t0]. For the vari-
able χ , χ (t ) ≡ 0 if X1(t0) = x0, X2(t0) = ϑ̃ which
implies that ŷ(

′

ϑ, t ) = y(
′

p,
′

ϑ, t ) = y(t ) for all t ∈
[t0, tT]. This includes that xD(

′

p,
′

ϑ, t0) = X1(t0) and
ŷ(
′

ϑ, t ) = y(
′

p,
′

ϑ, t ) = xD(t ) for all t ∈ [t0 − τ, t0]. �

Notice that XD(t ) at t0 could be from Eq. (4) as
follows:

XJ (t0) =
ϕ (t0, t0) XJ (t0)+

∫ t0
t0 ϕ (t0, s)

×

(
K
(
y (s) , q

(
s, y (s)

)
, qD

(
s, y (s)

)
, ϑ̂, s

)
−λy (s)

y (s)ℒ
(
y (s) , s

) )
ds

XD (t0)

= In+m XD (t0)+
∫ t0

t0
ϕ (t0, s)

×

(
K
(
y (s) , q

(
s, y (s)

)
, qD

(
s, y (s)

)
, ϑ̂, s

)
−λy (s)

y (s)ℒ
(
y (s) , s

) )
ds

= In+m XD (t0)+ 0

= XD (t0)

Then from the first condition of Assumption 1, the
initial value gets the form:

XD (t0) = X̂J (t0) = (In+m − ϕ (tT , t0) )−1
∫ tT

t0
ϕ (tT , s)

×

(
K
(
y (s) , q

(
t, y (s)

)
, qD

(
s, y (s)

)
, ϑ̂, s

)
− λy (s)

y (s)ℒ
(
y (s) , s

) )
ds.

The above theorem considers the case of solving
delay differential equations and improving for the
integral formula introduced by Ivan, et al.20

Remark 1: To consider and apply the integral for-
mula of the inverse problem, the data are compared
for N discrete points {ti}Ni=1 in [t0 − τ, tT ]; N1,N2 are

the number of points at the periods of time [t0, tT ] and
[t0 − τ, t0], respectively. This allows the formulation
in Theorem 1 to include the inference problem as the
least square error:

ϑ̃ = arg min
ϑ∈ℝr

N∑
i=1

[(
ŷ (ti)− y (ti)

)2
+ (x̂J (ti − τ )− xJ (ti − τ ))2

]

= arg min
ϑ∈ℝr

[ N1∑
i=1

(
ŷ (ti)− y (ti)

)2
+

N2∑
i=1

(x̂D (ti)− xD (ti))2

]
(13)

In this case, discretizing the continuous-time dy-
namical system is not computationally required. The
drawbacks of solving inverse problems of the system
(2) in case of estimating the overall unknown pa-
rameters vector is (x0, p, ϑ ) is that its dimension is
n1 +m+ r and the original matrix ℱ(ϑ ) will depend
implicitly on ϑ . Then, however, the expressions of
solutions of Eq. (2) will include the nonlinearly pa-
rameterized term eℱ(ϑ )(t−t0). Therefore, the purpose
of the integral formula to reduce the number of un-
known parameters to r parameters has been clearly
concluded here.

Example 1: Consider Morris and Lecar’s model of sin-
gle neural membrane activity introduced in 1981,22 and
it is formed here with a time delay:

ẋ = gCam∞ (x) (x (t )− ECa)+ gKz (x) (x (t )+ EK )

+ gL (x (t − τ )+ EL)+ I

ż =
−1
α (x)

z+
w (x)
α (x)

(14)

y = x, t ≥ t0

where

m∞ (x) = 0.5
(

1+ tan
(

x− v1

v2

))
,

w∞ (x) = 0.5
(

1+ tan
(

x+ v3

v4

))
,

α (x) = ε0

(
cosh

(
x+ v3

2 v4

))−1

Where x and z are the measured membrane
voltage and the gating variable of the neural cells’
activation, respectively. Nernst potential parameters
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are assumed to be known as ECa = 55.17, EK =

−110.14, EL = 49.49; and the other parameters will
be studied as unknown parameters. To give practical
results for the parameters ε0, v3 and v4 the integral
B(t ) =

∫ t
t0
−1
α(s)ds should be negative at t = tT . Here

x(t ) is periodic for a given period of time [t0, tT ]
and it is assumed that observations are defined and
studied for the solutions of Eq. (14) on the stable
period. The general solution of the linear equation of
z is expressed as:

z (t ) = eB(t )z0 +

∫ t

t0
eB(t )−B(s) w∞ (x (s))

α (x (s))
ds

z0 = z (t0) = z (tT ) = (1− eB(tT ))−1

×

∫ tT

t0
eB(tT )−B(s) w∞ (x (s))

α (x (s))
ds

Let us rewrite ẋ as follow:

ẋ = (xD (t ) , 1)
(

gL
I − 0.5EL

)
+ gCam∞ (x)

(
y (t )− ECa

)
+ gK z (x)

(
y (t )+ EK

)

Then the observer system:

˙̂X =

 λ XD (t ) 1
−XD (t ) 0 0
−1 0 0

 x̂
ĝL

Î − 0.5ÊL


+

K (
y (t ) , z

(
y (t )

)
, ϑ̂, t

)
− λy (t )

y (t ) xD (t )
y (t )


where K(y(t ), z(y(t )), ϑ̂, t ) = gCam∞(x)(y(t )− ECa)+
gK z(x)(y(t )+ EK ) does not depend on XD(t ) but
only on the measured data y(t ), and ℒ(y(t ), t ) =
(xD(t ), 1).

Neuronal transmissions are inherently affected by
time delay factors. The electrical potential is gen-
erated from the chemical potential reactions inside
the neural cells. The time delay between the gap
of synapses of every two neurons is formed by the
amount of time spent on the chemical reactions. In
the model, xD = x(t ) for all t ∈ [t0 − τ, t0].

The delayed interactions could lead to many inter-
esting and even unexpected phenomena. To consider
the effects of time delay, it may take time series of the
inter-spike intervals as shown in Fig. 1 and the model
is periodic when τ = 3, see the panel (iii) in Fig. 1.

Fig. 1. Numerical solutions of system (14). The time series solutions for x(t ) at the true values of p and ϑ . The figures show the reconstructed
voltage of the neural cells changes with different values of delay between two cells: i) no delay ii) τ = 2 iii) τ = 3 iv) τ = 4, with the initial
point (x(t0), z(t0)) = (21.963877;0.385192).
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Table 1. First row and second row show the true and estimated values of ϑ , respectively vector ϑ =
(v1, v2, v3, v4, ε0, gCa, gK ).

v1 v2 v3 v4 ε0 gCa gK

−1 15 −10 14.5 3 −1.1 −2
−1.009 14.08 −10.106 1.502 2.97 −1.09 −1.89

Eq. (14) could be presented in the form Eq. (5)
with the state variable X = (x, p)T where p = (gL, I)
and the other unknown parameters included in ϑ ,
gives that ϑ = (v1, v2, v3, v4, ε0, gCa, gK ). Here the es-
timation of the parameter I is not the value of p but
it comes from I − 0.5EL and the parameters v1, v2 are
not directly estimated but it is simply considered the
ratios 1/v2 and v1/v2 instead. The measured data of
y = x is numerically evaluated by the Runge-Kutta
method at the real values of all the model’s param-
eters with ti − ti−1 = 0.002 for i = 1,2, . . . ,N. The
period of oscillations provided the integration inter-
val [t0, tT ] = [10, 25.1692]. Estimating the values of
p and ϑ requires to satisfy that Ŷ (ϑ̂, t ) = Y (t ) over
the period of time [t0, tT ] according to Theorem 1,
however, Y (t ) depends not only on x(t ) but also
on x(t − τ ). It practically needs to apply Remark 1
as the estimated values of parameters minimize the
Least Square Eq. (13). The solution of Eq. (2) is
defined as a period of time which satisfied x(t0) =
x(tT ). Moreover, the fundamental solution matrices
ϕ(t, t0) for all t ∈ [t0, tT ] should be essentially calcu-
lated to evaluate Ŷ (ϑ̂, t ). In this example, the linearly
independent solutions of the linear system:

Ṗ =

 λ XD (t ) 1
−XD (t ) 0 0
−1 0 0

P, λ = −1

Table 2. First row and second rows show the true and estimated
values of gL and I and the initial value x0, respectively. vector p =
(gL, I).

gL I x0

−0.5 10 21.97
−0.485 10.639 21.9154

is numerically evaluated using the improved
Euler method starting from the initial vectors
(1,0,0)T , (0,1,0)T , (0,0,1)T .

Results and discussion

To find the numerical solution of Eq. (13), Im-
proved Nelder Mead method,23 which is called
the nonlinear simplex method. The method took
around 2591 iterations and the estimated values of
(v1, v2, v3, v4, ε0, gCa, gK ) are shown in Table 1 which
includes the true values of the parameters compared
with their estimated values. Table 2 shows the final
solution of the integral representation including the
estimated values of x0 and p = (gL, I − 0.5EL) and
then the value of I. In Fig. 2, the results of the estima-
tions of the parameters are represented in the blue
curve at the iterations of applying the Nelder Mead
method.

It spent approximately 1.5 hours on a standard PC
in Matlab R2020. Most of the time was spent in the

Fig. 2. Number of steps spent to estimate v1/v2, 1/v2, v3, v4, ε0, gCa, gK by Nelder Mead’s method. The estimated values at all the steps
and the true values are shown in blue curves and red lines, respectively.
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calculations of integrals of Eq. (9) was performed
using the cumsum of data in Matlab containing the
cumulative sum of elements of every vector.

This proposed technique returns the estimates of
the initial condition and the unknown parameters
which are nonlinearly included in the right-hand side
of the system. In this regard, it would fairly compare
the time spent calculating the integrals of the dynami-
cal system DDEs of the explicit integral representation
with other functions like, for example, sensitivity
functions. This will be practically implemented in our
future work for solving delay differential equations of
both diabetic and tumor cell problems.

Conclusion

This paper proposed an improved inverse problem
framework for especially solving a class of systems
of delay differential equations. This formula repre-
sented the solutions of DDEs as sums of computable
quantities which include the process of estimating
parameters explicitly. The formal neural cells system
of the Morris-Lecar model showed very high perfor-
mance for the method. This technique introduced fast
estimation for the state variable and the unknown
parameters. The technique employed ideas of using
adaptive observers design to express and represent
measured trajectories as explicit functions of un-
known parameters and initial conditions. The integral
representation considered fast and efficient model
evaluations by parallel computation techniques in
Matlab, and introduced solution form to inverse prob-
lems that may match variables and parameters that
are nonlinearly entering the right-hand side of the
model to be explicitly estimated. This could reduce
the dimensionality of the parametrized problem to
have more accurate estimations and fast calculations
using the estimator Nelder-Mead method. Moreover,
the results of estimations in the example showed how
the method is highly effective in solving systems of
nonlinear equations with delay in time and estimating
large numbers of unknown parameters without need-
ing crucial conditions of other methods like Newton
and Newton-Raphson.

Authors’ declaration

• Conflicts of Interest: None.
• We hereby confirm that all the Figures and Ta-

bles in the manuscript are ours. Furthermore, any
Figures and images, that are not ours, have been
included with the necessary permission for re-
publication, which is attached to the manuscript.

• No animal studies are present in the manuscript.

• No human studies are present in the manuscript.
• Ethical Clearance: The project was approved by

the local ethical committee at the University of
Basrah, Iraq.

Authors’ contribution statement

I.K. proposed the concept of the developed design of
the method by proving the theory of the method and
finding the final results. J.M. analyzed the final re-
sults starting with finding the experimental data and
simulating the model of the example and applying
the method, and contributed to writing, revising, and
proofreading the manuscript.

References

1. Bocharov GA, Rihan FA. Numerical modelling in biosciences
using delay differential equations. J Comput Appl Math. 2000
Dec 15;125(1-2):183–199. https://doi.org/10.1016/S0377-
0427(00)00468-4

2. Cheng Q, Zheng S, Zhang Q, Ji J, Yu H, Zhang X. An in-
tegrated optical beamforming network for two-dimensional
phased array radar. Opt Commun. 2021 Jun 15;489:126809.
https://doi.org/10.1016/j.optcom.2021.126809

3. Das A, Dehingia K, Sarmah HK, Hosseini K, Sadri K,
Salahshour S. Analysis of a delay-induced mathematical
model of cancer. Adv Contin Discrete Models. Dec 2022;1–20.
https://doi.org/10.1186/s13662-022-03688-7

4. Shakir SK, AL-Saeed AH, Abdulwahid AA. Estimation of
some hematological parameters, liver enzymes and iron
mineral in adult of celiac disease patients. Bas J Sci.
2021 Dec 31;39(3):484–495. https://dx.doi.org/10.29072/
basjs.2021310 .

5. Yaqoob AA, Ali OA. Dynamic modeling of time-varying esti-
mation for discrete survival analysis for dialysis patients in
Basrah, Iraq. Int J Agricult Stat Sci. 2021 Dec 2;17(Suppl.
1):1323–1332.

6. Cherraf A, Li M, Moulai-Khatir A. Interaction tumor-immune
model with time-delay and immuno-chemotherapy protocol.
Rend Circ Mat Palermo. Mar 2023;72(2):869–887. https://
doi.org/10.1007/s12215-021-00615-9.

7. Rihan FA. Delay differential equations and applications to
biology. Forum for Interdisciplinary Mathematics. Singapore:
Springer; 2021. Chap 9, Delay Differential Equations of
Tumor-Immune System with Treatment and Control;p.167–
189. https://doi.org/10.1007/978-981-16-0626-7_9

8. Dehingia K, Das P, Upadhyay RK, Misra AK, Rihan FA, Hos-
seini K. Modelling and analysis of delayed tumour–immune
system with hunting T-cells. Math Comput Simul. 2023 Jan
1;203:669–684. https://doi.org/10.1016/j.matcom.2022.07.
009

9. Kanwar S, Gupta S. Mathematical models used for brachyther-
apy treatment planning dose calculation algorithms. Bagh-
dad Sci J. 2023 Aug 1;20(4):138–1391. https://doi.org/10.
21123/bsj.2023.7015

10. Abouzari M, Pahlavani P, Izaditame F, Bigdeli B. Estimating
the chemical oxygen demand of petrochemical wastewater
treatment plants using linear and nonlinear statistical models–
A case study. Chemosphere. 2021 May 1;270:129465. https:
//doi.org/10.1016/j.chemosphere.2020.129465

https://doi.org/10.1016/S0377-0427(00)00468-4
https://doi.org/10.1016/S0377-0427(00)00468-4
https://doi.org/10.1016/j.optcom.2021.126809
https://doi.org/10.1186/s13662-022-03688-7
https://dx.doi.org/10.29072/basjs.2021310
https://dx.doi.org/10.29072/basjs.2021310
https://doi.org/10.1007/s12215-021-00615-9
https://doi.org/10.1007/s12215-021-00615-9
https://doi.org/10.1007/978-981-16-0626-7_9
https://doi.org/10.1016/j.matcom.2022.07.009
https://doi.org/10.1016/j.matcom.2022.07.009
https://doi.org/10.21123/bsj.2023.7015
https://doi.org/10.21123/bsj.2023.7015
https://doi.org/10.1016/j.chemosphere.2020.129465
https://doi.org/10.1016/j.chemosphere.2020.129465


1988 BAGHDAD SCIENCE JOURNAL 2025;22(6):1980–1989

11. Mahapatra C, Mohanty AR. Optimization of number of mi-
crophones and microphone spacing using time delay based
multilateration approach for explosive sound source localiza-
tion. Appl Acoust. 2022 Sep 1;198:108998. https://doi.org/
10.1016/j.apacoust.2022.108998

12. Chen T, Sorokin V, Tang L, Chen G, He H. Identification
of linear time-varying dynamic systems based on the WKB
method. Arch Appl Mech. 2023 Jun;93(6):2449–2463. https:
//doi.org/10.1007/s00419-023-02390-8

13. Ahmad N, Kumar J, Singh AK, Kumar K. Testing effort-based
software reliability growth models: A comprehensive study.
In 2023 10th International Conference on Computing for Sus-
tainable Global Development (INDIACom), New Delhi, India.
IEEE. 2023 Mar 15;1558–1563.

14. Flayyih HS, Khalaf SL. Stability analysis of fractional sir model
related to delay in state and control variables. Bas J Sci.
2021 Aug 31;39(2):204–220. https://dx.doi.org/10.29072/
basjs.202123 .

15. Shatti RN, Al-Kinani IH. Estimating the parameters of
exponential-rayleigh distribution for progressively censoring
data with S-function about COVID-19. Baghdad Sci J. 2024
Feb 1;21(2):496–503. https://dx.doi.org/10.21123/bsj.2023.
7963

16. Stamov GT, Alzabut JO, Atanasov P, Stamov AG. Almost
periodic solutions for an impulsive delay model of price
fluctuations in commodity markets. Nonlinear Anal.: Real
World Appl. 2011 Dec 1;12(6):3170–3176. https://doi.org/
10.1016/j.nonrwa.2011.05.016.

17. Alzabut JO, Stamov GT, Sermutlu E. On almost periodic so-
lutions for an impulsive delay logarithmic population model.

Math Comput Model. 2010 Mar 1;51(5–6):625–631. https://
doi.org/10.1016/j.mcm.2009.11.001.

18. Iswarya M, Raja R, Cao J, Niezabitowski M, Alzabut J, Ma-
harajan C. New results on exponential input-to-state stability
analysis of memristor based complex-valued inertial neu-
ral networks with proportional and distributed delays. Math
Comput Simul. 2022 Nov 1;201:440–461. https://doi.org/10.
1016/j.matcom.2021.01.020.

19. Mohammed JA, Tyukin I. Explicit parameter-dependent rep-
resentations of periodic solutions for a class of nonlinear
systems. IFAC PapersOnLine. 2017 Jul 1;50(1):4001–4007.
https://doi.org/10.1016/j.ifacol.2017.08.714.

20. Tyukin IY, Gorban AN, Tyukina TA, Al-Ameri JM, Korablev
YA. Fast sampling of evolving systems with periodic trajecto-
ries. Math Model Nat Phenom. 2016;11(4):73–88. http://dx.
doi.org/10.1051/mmnp/201611406.

21. Lorıa A, Panteley E. Uniform exponential stability of lin-
ear time-varying systems: Revisited. Syst Control Lett.
2002 Sep 16;47(1):13-24. https://doi.org/10.1016/S0167-
6911(02)00165-2.

22. Morris C, Lecar H. Voltage oscillations in the barnacle giant
muscle fiber. Biophys J. 1981 Jul 1;35(1):193–213. https://
doi.org/10.1016/S0006-3495(81)84782-0

23. Huang Y, McColl WF. An improved simplex method
for function minimization. In 1996 IEEE International
Conference on Systems, Man and Cybernetics. Information
Intelligence and Systems (Cat. No. 96CH35929),
14–17 October 1996, Beijing, China. IEEE. 1996 Oct
14;3:1702–1705. https://doi.org/10.1109/ICSMC.1996.
565360

https://doi.org/10.1016/j.apacoust.2022.108998
https://doi.org/10.1016/j.apacoust.2022.108998
https://doi.org/10.1007/s00419-023-02390-8
https://doi.org/10.1007/s00419-023-02390-8
https://dx.doi.org/10.29072/basjs.202123
https://dx.doi.org/10.29072/basjs.202123
https://dx.doi.org/10.21123/bsj.2023.7963
https://dx.doi.org/10.21123/bsj.2023.7963
https://doi.org/10.1016/j.nonrwa.2011.05.016
https://doi.org/10.1016/j.nonrwa.2011.05.016
https://doi.org/10.1016/j.mcm.2009.11.001
https://doi.org/10.1016/j.mcm.2009.11.001
https://doi.org/10.1016/j.matcom.2021.01.020
https://doi.org/10.1016/j.matcom.2021.01.020
https://doi.org/10.1016/j.ifacol.2017.08.714
http://dx.doi.org/10.1051/mmnp/201611406
http://dx.doi.org/10.1051/mmnp/201611406
https://doi.org/10.1016/S0167-6911(02)00165-2
https://doi.org/10.1016/S0167-6911(02)00165-2
https://doi.org/10.1016/S0006-3495(81)84782-0
https://doi.org/10.1016/S0006-3495(81)84782-0
https://doi.org/10.1109/ICSMC.1996.565360
https://doi.org/10.1109/ICSMC.1996.565360


BAGHDAD SCIENCE JOURNAL 2025;22(6):1980–1989 1989

 لنظام معادلات التأخير التفاضلية و تخمين سريع للمعاملات المسألة العكسية 

 

 ، جيهان محمد خضير إبراهيم مكي خليل

 قسم الرياضيات، كلية العلوم، جامعة البصرة، البصرة، العراق.

 

 نموذج موريس ليكار للخلايا العصبية، ،طريقة التربيعات الصغرى، التمثيل التكاملي ،معادلات التاخير التفاضلية الكلمات المفتاحية:

 .تخمين المعاملات

 ةالخلاص

لحل  كتطوير لطريقة ايفان واخرون لمعادلات تفاضلية غير خطية ذات تأخير بالوقت هذا البحث يقترح صيغة تكاملية صريحة

تعتمد على معلمات الأنظمة بصيغة صريحة  . التمثيلات التكاملية لمعادلات التأخير ذات المعاملاتالمعادلات التفاضلية الاعتيادية

اقشة كفائتها تلك الانظمة تحتوي معادلات خطية وغير خطية وممكن استخدام تلك الطريقة لمنكمعادلات ذات معاملات قابلة للحساب. 

حلول معادلات التاخير التفاضلية تمثل بواسطة عمليات جمع تراكمي لتكاملات قابلة للحساب والتي في تخمين المعاملات تلك الانظمة. 

تعتمد بصورة صريحة على القيمة الابتدائية والمعاملات الغير معلمومة القيمة. هذا يسمح باستخدام بعض عمليات الجمع المتوازية 

يعه الحسابات في برنامج الماتلاب لزيادة سرعة التخمين. من جهة اخرى فان تقليص بعُد متجه المعلمات الغير معلومة القيمة السر

تخمين المعاملات يظهر في النموذج باستخدام طريقة التربيعات  تظُهر اكثر سرعة للحسابات وتعطي نتائج اكثر دقة في التطبيق.

ام استنتاجي لتحديد البيانات بقيم محددة للمعاملات وإيجاد أفضل نموذج مطابق. في مثال أنظمة الصغرى. تلك الطريقة تعطي نظ

الخلايا العصبية لموريس ليكار، تطابق معادلات التأخير التفاضلية مع المعادلات الاستنتاجية لنشاط الخلايا العصبية يظهر عن طريق 

 من خلال الدقة العالية في تخمين المعلمات.مطابقة البيانات المستنتجة مع البيانات الحقيقة 
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