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Abstract
With the substantial growth of mobile applications and the emergence of cloud computing concepts, therefore mobile
Cloud Computing (MCC) has been introduced as a potential mobile service technology. Mobile has limited resources,
battery life, network bandwidth, storage, and processor, avoid mobile limitations by sending heavy computation to the
cloud to get better performance in a short time, the operation of sending data, and get the result of computation call
offloading. In this paper, a survey about offloading types is discussed that takes care of many issues such as offloading
algorithms, platforms, metrics (that are used with this algorithm and its equations), mobile cloud architecture, and the
advantages of using the mobile cloud. The trade-off between local execution of tasks on end-devices and remote execution
on the cloud server for minimizing delay time and energy saving. In the form of a multi-objective optimization problem
with a focus on reducing overall system power consumption and task execution latency, meta-heuristic algorithms are
required to solve this problem which is considered as NP-hardness when the number of tasks is high. To get minimum
cost (time and energy) apply partial offloading on specific jobs containing a number of tasks represented in sequences
of zeros and ones for example (100111010), when each bit represents a task. The zeros mean the task will be executed
in the cloud and the ones mean the task will be executed locally. The decision of processing tasks locally or remotely
is important to balance resource utilization. The calculation of task completion time and energy consumption for
each task determines which task from the whole job will be executed remotely (been offloaded) and which task will be
executed locally. Calculate the total cost (time and energy) for the whole job and determine the minimum total cost.
An optimization method based on metaheuristic methods is required to find the best solution. The genetic algorithm is
suggested as a metaheuristic Algorithm for future work.
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I. INTRODUCTION

In recent years, increasing in use cloud, the cloud provides on-
demand computing services over the Internet, and improves
performance by providing powerful computing resources [1],
the mobile faces a lot of limitations, especially with applica-
tions that require a lot of computation for example augmented
reality, artificial intelligence, artificial vision, object tracking,
image processing and natural language processing are becom-
ing popular. Mobile Cloud Computing (MCC) is a hybrid of

the three foundations of Cloud Computing, Mobile Comput-
ing, and Networking. Type of offloading regarding the access
to network wired or wireless, also regarding when to take
decisions either static or dynamic. However, the types of ap-
plications [2]. Such as multimedia (image processing), games,
calculators, or predictors (AI apps). Also, the offloading types
are according to the based-on algorithm. In general, offloading
decisions are usually made by analyzing parameters including
bandwidths, server speeds, available memory, server loads,
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Fig. 1. Computational offloading in cloud [3].

and data amounts exchanged between servers and mobile sys-
tems to improve performance or save energy. Mobile has a lot
of limitations such as CPU, memory, and battery life, to avoid
these limitations the cloud has been utilized. Computation
offloading mechanisms are the best solution so far, prompting
the ecosystem to offload intensive computing functions to re-
mote computing resources, such as edge-based servers shown
in Fig. 1, which have huge computing resources for faster
execution operations than local ecosystem resources [3].

II. RELATED WORK

The MCC contributed several platforms and algorithms shown
in Table I, hence the common was in the following:

A. ThinkAir
It provides a novel execution offload infrastructure and exten-
sive resource consumption profiler for efficient and effective
code migration; moreover, it provides library and compiler
support [4], enabling developers to do minimal work on exist-
ing code The framework can easily used with modifications
and also provides a VM manager in the cloud and a paral-
lel processing engine to automatically manage smartphone
VMs and task splitting and distribution across multiple virtual
machines. It analyzes network health, program status, and
device power to make offload decisions that reduce power
consumption. However, the above framework only considers

energy consumption as the only decision parameter.

B. ULOOF
It’s an abbreviation of the term User Level Online Offload-
ing Framework [5]. This platform implements a heuristic to
develop this scheduler with decision Algorithms that mini-
mize computational latency or power consumption. Decide
Engines use a cost function to estimate the energy and time
required for computation. They use empirical data to make
such estimates. Provide a choice of how much power and
latency developers want to prioritize. To estimate electricity
consumption, they used a series of empirical studies using a
different number of CPU cores and different clock speeds to
create Energy model curves that map specific device power
consumption.

C. MAUI
Maui. MAUI is a fine-grained approach that can remotely
offload parts of programs to solve mobile energy problems [6].
The remote server can be a CC server or an EC server on a
nearby Wi-Fi access point. As the pioneer of all offloading sys-
tems, MAUI offloading strategy takes advantage of program
partitioning and full-process migration, which also reduces
developers’ programming workload. MAUI’s architecture fol-
lows the client-server model. Both server and mobile devices
have three functional components: agent, analyzer, and solver.
Agents are used to transmit data and control instructions. The
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TABLE I.
PLATFORMS AND ALGORITHM

Algorithm or
Method 2025 Ref. Implemented on Number Servers Working on Metric to enhance

ThinkAir 2012 [4]
N-queens puzzle application

face detection on 100 pictures Multi-Servers
the ability of on-demand

VM resource scaling
and exploiting parallelism

execution time
and energy

ULOOF 2018 [5] mobile applications Single and Multi-Servers

decrease energy consumption
of mobile devices

and the execution time of
mobile applications

execution time
and energy

MAUI 2019 [6]
the offloading problem in
the edge cloud framework

Single

Server

low latency and better
energy efficiency time and better energy

Genetic Algorithm 2020 [7]

task offloading and
resource allocation solve

the problem of minimizing
the overall completion time

Multi-Servers
make the overall

completion time shorter execution time

Heuristic algorithm 2016 [8]
mobile computation
offloading problem Multi-Site

(1) Minimize the energy consumption.
(2) Minimize the computation time
(3) Minimize the total cost of the

computation incurred by
cloud computing.

execution time and
energy and total cost

DPH and DPR
algorithms 2016 [9] offloading problem Single and Multi-Servers

completion time and
energy consumption

execution time
and energy

analyzer retrieves data about program requirements, execution
energy costs, and network environment, while the solver deter-
mines. The optimization framework dynamically determines
whether the method should be offloaded to maximize overall
energy savings.

D. Genetic Algorithm
Based Computation Offloading (GACO) [7] uses a Genetic
Algorithm (GA) to offload service workflows through Static
analysis and online analysis. [7] Randomly defines the initial
population as the fitness function that- is applied to selected
chromosomes Perform with minimal energy consumption
and time. In the crossover step, offspring are created by
comparing the two genes individually: Mobility of parental
chromosomes and Sensitivity to errors. In the mutation step,
the probability that a gene is silenced is related to its error
rate and mobile sensitivity. Genetic algorithm (GA) is one
of the most common search algorithms that are used to find
optimal or near-optimal solutions to difficult and complex
problems [10].

E. Heuristic Algorithm for Multi-Site Computation Offload-
ing

Kumar and Lu demonstrated that computation offloading ben-
efits computation-intensive tasks [8]. To improve the perfor-
mance of mobile computing through the cloud, computing
tasks can be outsourced to multiple clouds. A major moti-
vation for multi-cloud is the possibility of offering different
prices for different services (e.g., computing time). Addi-
tionally, application designers can aim to achieve different

performance goals (e.g., throughput, reliability, and cost).
This can be achieved by using resources from cloud providers
with different performance capacities and charging prices.
Multi-cloud resource allocation also benefits from the op-
timal combination of computing services from multi-cloud
providers.

F. DPH and DPR Algorithms
present two dynamic programming algorithms called DPH,
Dynamic Programming with Hamming Distance Termina-
tion, and DPR, Dynamic Programming with Randomization.
According to [9] Dynamic programming is an optimization
method that transforms a complex problem into a series of
simpler problems that can be solved interactively and iter-
atively. The proposed DPH and DPR algorithms introduce
randomization. In particular, periodically generate random bit
strings of 0s and 1s and use their substrings as they improve
the solution, a process similar to genetic optimization. The
study also populates dynamic programming tables in creative
ways to avoid extra calculations on shared substrings. The
results show that the algorithm can find good solutions after a
reasonable number of iterations.

III. MOBILE CLOUD COMPUTING

Indeed, Mobile Cloud Computing (MCC) in its simplest form,
refers to an infrastructure in which both data storage and data
processing occur outside of the mobile device. The MCC
describes the transfer of computing power and data storage
from mobile phones to the cloud as a new paradigm for mobile
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applications, where data processing and storage are transferred
from mobile devices to powerful and centralized computing
platforms in the cloud. These centralized applications are then
accessed over a wireless connection based on a thin native
client or a web browser on a mobile device. Alternatively,
MCC can be defined as a combination of mobile web and
Cloud Computing (CC), the latter being the most popular tool
for mobile users to access applications and services on the
web. In short, MCC provides cloud computing and storage
services for mobile users [11].

A. Mobile Cloud Architecture
Computation from the concept of MCC, the overall architec-
ture of MCC can be expressed in Fig. 2, mobile devices are
connected through functional interfaces between base stations
(links) and networks and mobile devices [12]. The mobile user
request and information such as ID and location are transmit-
ted to the central processor, which is connected to the server
that provides the mobile network service. Mobile network

operators can provide services such as authentication, autho-
rization, and billing to mobile subscribers based on the home
agent and subscriber data stored in the database. Afterward,
the subscriber request is transmitted to the cloud via the Inter-
net. These services are developed using the concept of utility
computing, virtualization, and service-oriented architecture
e.g., networking, application, and database servers [13]. [14]
Focus on the multi-tier CC architecture. This architecture is
often used to demonstrate the effectiveness of CC models in
meeting user needs.

IV. ADVANTAGES OF MOBILE CLOUD
COMPUTING

Regarding the number users of mobile, it has a lot of properties
[14], which could be mentioned in the followings:

A. Extend Battery Life
Battery is one of the major concerns of mobile devices. Sev-
eral solutions have been proposed to increase CPU perfor-

Fig. 2. Mobile Cloud Architecture [14].
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mance [13, 14] and manage hard drives and screens to reduce
power consumption. However, these solutions require changes
to the structure of the mobile device or require new hardware,
which leads to increased costs and may not be applicable to
all mobile devices.

B. Increase Data Storage
capacity and processing power. Storage capacity is also a
limitation of mobile devices. MCC is designed to enable
mobile users to store/access large amounts of data in the cloud
[15] over wireless networks. The first example is Amazon
Simple Storage Service, which supports file storage services.
Another example is Image Exchange, which leverages large
storage spaces in the cloud for mobile users. This mobile
photo-sharing service allows mobile users to upload photos to
the cloud immediately after taking them. Users can access all
images from any device. Users can save considerable amounts
of storage space and energy on their mobile devices.

C. Dynamic Configuration
Dynamic, on-demand provisioning of resources on a self-
service, flexible way for service providers and mobile users
to run their applications without pre-reserving resources. OP-
TIMUSCLOUD [16], an online reconfiguration system, can
efficiently perform such generic and heterogeneous configura-
tions for dynamic workloads.

D. Scalability
Thanks to flexible resource deployment, mobile application
deployments can be accomplished and scaled to meet unpre-
dictable user demands.

Service providers can easily add and scale applications
and services with little or no resource usage limitations [17].

E. Multi-tenant
Service providers, such as network operators and data center
owners, can share resources and costs to support a wide range
of applications and large numbers of users [18].

F. Easy to Integrate
Multiple services from different service providers can be eas-
ily integrated through the cloud and network to meet user
needs [19].

V. OFFLOADING OBJECTIVES

Many studies have investigated how to download data or com-
putationally intensive programs from resource-hungry mobile
devices. All surveys target different important factors such
as bandwidth, routing, etc. and different objects such as en-
ergy consumption, response time, etc. According to their
research objectives, these works can be roughly divided into
three categories, as in the followings:

A. Saving Energy
Expand Due to the limited battery capacity, battery life is one
of the most important design goals for mobile devices. So,
in [20] a study for energy-aware high-performance computing
has been presented, where they created an energy model to
approximate energy consumption during discharge. Studied
the feasibility of offloading for mobile computing. It proposed
a feasibility assessment method and evaluated the cost of
non-cloning and reverse-cloning in terms of bandwidth and
power consumption. Created a network coding scheme for
mobile cloud computing, which can achieve lower power
consumption by reducing the power consumption of CPU and
wireless network interface cards. It suggested novel routing
methods for efficiently transmitting data in order to optimize
the power of nodes. All of the above studies are aimed at
maximizing the battery life of mobile devices. There are
two models are widely used for the energy consumption one
model is based on the Dynamic voltage and frequency scaling
(DVFS) [21, 22] that the server energy consumption is linear
to the CPU utilization ratio, modeled the energy consumption
of the server at the MEC host based on CPU utilization as in
(1) [22], assuming a fixed running frequency,

Es = a Emax +(1−a)Emax u (1)

Where Emax is the energy consumption for a fully utilized
server, α is the fraction of the idle energy consumption and u
denotes the CPU utilization ratio. Idle power consumption is
mainly due to the power consumption in the power delivery
and cooling infrastructure.

B. Response Time
Application responsiveness is important, especially for real-
time and user-interactive applications. Developed an offload-
ing middleware that provides runtime offloading services to
improve the responsiveness of mobile devices. An exhaus-
tive search algorithm was studied to examine all possible
application partitions to find the optimal swap partition. All
partitioning methods are well suited for small applications.
The partitioning problem of multi-user computing is stud-
ied, which considers the partitioning of multi-user computing
and the scheduling of offloaded computing on cloud resources.
The aim is to study transport mechanisms or protocols to solve
application transport problems for real-time applications [23].

C. Energy and Time Saving
Energy consumption and response time are two important
performance metrics for mobile applications. However, few
works address both goals simultaneously. Implemented a
framework called ThinkAir [24], that allows developers to
easily migrate their application workloads to the cloud. A
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game-theoretic approach is proposed for efficient computa-
tion offloading to optimize execution cost. All these works
examine the energy consumption and response time of mobile
cloud computing in different ways, providing many important
references.

VI. METRICS USED TO MAKE OFFLOADING
DECISION

The main equation used to find the minimum cost of energy
and time used to make a decision of which task process locally
or remotely is given by (2) [23] as follows:

min
s′

∑
i=1

EliMi +ECi (1−Mi)ζ max
T L(Mi),TC(1−Mi)

(2)

s.t Mi ∈ {0,1},∀i ∈ {1,2 . . . ,S}
When M = [M1 ,M2 , ...,Ms ] as the vector of binary offload-
ing decisions for set of tasks and ECi Processing cost, Eli
local energy, T L Time to execute task i locally and TC delay
for tasks i offloaded to the cloud. The factor ζ is a weight-
ing factor that can be adjusted to change the emphasis on
execution delay and energy consumption.

A. Execution Time
Time that offloaded tasks need to execute in Mobile (locally)
T m. Time that offloaded tasks need to execute in cloud server
TC in (3) [9].

TC = Tt +T c (3)

Where Tt is transmission time and T c is execution time for
specific tasks.

B. Energy
Calculate Energy of cloud server in (4) [9].

EC = Et + βCc (4)
Et = 0.142 DI + 0.142 DO (5)

When β being the relative weight of the cloud energy cost,
Cc. Et represents the mobile device transmission energy for
both upload and download and it is set to 1.42×10−7J/bit,
as in (5). Table II shows list of symbols used in the equations
below [9].

TABLE II.
LIST OF SYMBOLS

Symbol
DI Input data
DO Output data
Cc Cloud Energy
Tt transmit time

EL /TL Energy/time to execute tasks locally
EC /TC Energy/time to execute tasks in cloud

R
transmission rate (R) which is measured

in megabits per second
Et Energy used to transmit data

C. Transmission time
The transmission time, Tt of each task between the mobile
and cloud server is equal to the size of data (input/output)
for each task divided by the transmission rate (R) which is
measured in megabits per second in (6) [9].

Tt =
DI
R

+
DO
R

(6)

VII. PARTIAL AND FULL OFFLOADING

Most previous research has focused on partial offloading tech-
niques, where resource-critical parts of tasks are offloaded
to MCC or MEC servers. These experiments use hybrid of-
floading techniques and local computation based on dynamic
channel conditions. However, a mixed approach of local pro-
cessing and partial outsourcing does not always work. In par-
ticular, the choice between partial and local computation de-
pends on the parameters of the system, e.g., the number of bits
to be computed remotely from the computation server [25].
Similar to the static fading condition, full discharge greatly
maximizes the computational rate performance of MEC and
MCC.

VIII. MOBILE COMPUTING (MC)
MC includes mobile communications, mobile hardware, and
mobile software. So, the communication topics include ad-
hoc and infrastructure networks, as well as communication
properties, protocols, data formats, and specific techniques.
Thereafter, the hardware includes mobile devices or device
components. The mobile software deals with the characteris-
tics and requirements of mobile applications [26]. Nowadays,
mobile devices such as smartphones and tablets are increas-
ingly becoming an integral part of human life, becoming
the most efficient and convenient means of communication
regardless of time and place. Mobile users get rich experi-
ence with various services from mobile device applications
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such as iPhone apps and Google apps that are running on
the device and/or on remote servers over wireless networks.
Consequently, the rapid development of MC [27] is becoming
a powerful trend in the development of IT technology as well
as business and industrial fields.

IX. MOBILE EDGE COMPUTING (MEC)
Cloud and Mobile Edge Computing (MEC) provides a wide
range of computing services for mobile applications [28]. Es-
pecially mobile edge computing, where computing and stor-
age infrastructure can be deployed at the edge of the cellular
network close to end users. Deploy small cells to build a mo-
bile edge network that can coexist with cloud infrastructure.
A large number of businesses and individuals rely on services
provided by mobile edge and cloud for their computing and
storage needs. Based on user behavior and needs, computing
tasks are first offloaded from mobile users to the mobile edge
network and then executed at one or more specific base sta-
tions in the mobile edge network. MEC architecture is capable
of handling a large number of devices, which generate a large
amount of traffic. Edge servers are the second layer in be
expressed in Fig. 3. Mobile Cloud Architecture [29].

X. FOG COMPUTING SYSTEM

The ever-increasing computing demands of mobile applica-
tions. It can help mobile devices overcome resource con-
straints by offloading computationally intensive tasks to cloud

servers. The cloud challenge is to minimize data transfer and
task completion time for users whose location changes due
to the mobility and energy consumption of mobile devices.
Providing satisfactory computing performance is a particular
challenge in fog computing environments. Fog computing
is an emerging cloud computing paradigm designed to meet
the growing computing demands of mobile applications [30].
It can help mobile devices overcome resource constraints by
offloading computationally intensive tasks to remote cloud
servers. Fog computing has emerged to provide computation
and storage near the data sources [31].

XI. THE MCC APPLICATIONS

Indeed, MCC applications are taking an increasing share in the
global mobile market. However, various mobile applications
take advantage of MCC. This section describes some types of
MCC applications [32]. The end of the 21st century (2020)
will be a connected digital world with 8 billion connected
devices and 100 billion devices with connections, making
possibilities of anything being connected starting from cell
phones [33].

1. Mobile commerce (m-commerce) is a business model
in which transactions are conducted through mobile
devices. Mobile commerce applications typically per-
form tasks that require mobility (for example, mobile
transactions and payments, mobile messaging, and mo-
bile ticketing). Mobile commerce applications can be

Fig. 3. Layer of cloud [11].



104 | Murtadha & Behadili

divided into several categories, including financial, ad-
vertising, and shopping [34].

2. Mobile games (M-Game) are a potential revenue-generating
market for service providers. M-Game can completely
offload the game engine requires a lot of computing
resources to the cloud server, and players only interact
with the screen interface of the device [34].

3. Mobile healthcare (mHealth): The purpose of using
MCC in medical applications is to minimize Tradi-
tional healthcare, small physical storage, security and
privacy, and medical errors. Mobile Healthcare (M-
Healthcare) provides mobile users with practical assis-
tance for easy and efficient access to resources such as
patient records [35]. Also, mHealth provides hospitals
and healthcare organizations with on-demand services
in various clouds instead of having standalone applica-
tions on local servers. There are a few schemes of MCC
applications in healthcare. For example, [36] a mobile
application that can assist community pharmacists in
the diagnosis and management of minor ailments.

4. Mobile Learning: Mobile learning (m-learning) is de-
signed based on electronic learning (e-learning) and
mobility. However, traditional mobile learning appli-
cations have limitations such as high equipment and
network costs, low network transmission rates, and lim-
ited educational resources. Cloud-based mobile learn-
ing applications are being introduced to address these
limitations [37].

XII. COMPUTING SIDE ISSUES

Compute offload. As mentioned in the previous section, of-
floading is one of the main functions of MCC, which can
improve the battery life of mobile devices and improve appli-
cation performance. However, there are related issues, effi-
cient and dynamic offloading when the environment changes.

A. Offloading in A Static Environment
It turns out that offloading codes are not always effective in
saving energy [38]. In code compilation, offloading consumes
more power than local processing when the code size is small.
A framework was developed by to facilitate task division; one
of the programs is divided into server and client tasks. Under
our execution model, tasks statically correspond to procedure
(or function) call sites. Dynamically, a task is a single call
to the appropriate task program. After partitioning, all tasks
associated with the same host can share the program state as
in the original program. However, consistency issues arise
when dealing with data that is shared between two tasks and
ends up on different hosts. Data, if the program can only be

shared by two hosts Transformation and message delivery,
can be guaranteed correct dependency.

B. Offloading in A Dynamic Environment
A dynamic Offload environment can cause these other issues
caused by changing connection state and bandwidth. Offload
Performance Analysis in Wireless [18] Environments exam-
ines three scenarios when running an application, thereby es-
timating the offload efficiency. These are the cases where the
application is running locally (without Uninstall), executed
in an ideal unload system (no errors), and executed in the
presence of unmount and error recovery. In the last case, the
application will be swapped out again when an error occurs.
This approach is just re-sourcing what failed Subtasks, which
reduces execution time. However, this solution has some
limitations. That is, the mobile environment is considered
an ad-hoc WLAN (does not support broadband connections).
Also, during Offloading, disconnection of the mobile device
is considered an error.

XIII. CONCLUSIONS AND FUTURE SCOPE

Mobile cloud computing is one of the mobile technology
trends, since it compiles the advantages of both mobile com-
puting and cloud computing. Cloud computing has carried
many benefits to the computing world. Along with these ben-
efits. The overview has been performed about cloud comput-
ing and its applications, as well as mobile cloud computing.
It is essential to keep in mind that the designing of future
framework solutions should be more cost-effective and should
provide security against unauthorized access. Most of the cur-
rent research exists to make offloading decisions to improve
performance and power saving, when offloading decisions
depend on metrics, network bandwidths, and amounts of data
exchanged between servers and mobile, when the mobile pro-
cessor speed is almost close to the cloud server processor
speed the decision tends to execute the task locally. When the
mobile processor speed is slightly lower than the cloud server
processor speed and consider that we ignore the data amount
and transmission rate the decision tends to execute the task
remotely. The critical case is when the cloud server proces-
sor speed is better than mobile speed and takes into account
data amount and transmission rate in this case the decision
is affected a lot by data amount and transmission rate. The
growth in task numbers with it is requirements (resources and
data) a meta-heuristic algorithm is the solution to offloading
decisions for avoiding a limitation in end devices.
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