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There are many statistical methods and approaches to estimating the parameters of statistical 

models. These estimations are distinguished by important criteria to indicate the preference in 

the estimation, the most important criteria are the standard mean square error. The main goal of 

any estimation process is to reach the best or closest estimate of the unknown parameter among 

all possible estimates. 

In this paper, Bayesian estimation of spherical distribution parameters was used. The default 

values of the three-dimensional spherical Dirichlet distribution were obtained experimentally by 

conducting many experiments and choosing the values at which Bayes estimates stabilized and 

gave the best results. Using 𝛼
 

   𝛼    𝛼    as an intial values. The results showed that 

the DeGroot loss function gave the best results when the sample size was greater than 400. 

A sample of size 720 patient was selected randomly and used in the applied aspect for myopia 

variables for real data, and the study concluded that the values of the probability density 

function estimated by the Bayes method at the DeGroot loss function are consistent with the 

values of the true probability density function for the three-dimensional spherical Dirichlet 

distribution. 
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1. Introduction  

The Bayes method in estimation in its 

general concept focuses on using prior 

information about the unknown parameter that 

is required to be estimated, considering that 

this parameter is a random variable and not a 

fixed value. The estimator Bayesian estimation 

for any parameter depends on two functions, 

the first is known as the posterior probability 

density function and the second is the loss 

function. The posterior probability density 

function can be defined as representing all the 

information about the parameter to be 

estimated after viewing the current sample 

information, in other words it is a function of 

the initial information expressed by the initial 

distribution function of the parameter to be 

estimated (the initial information density 

function) and the current sample data, and 

Bayesian estimation is an approach to 

statistical estimation used to determine the 

most likely value of the parameter to be 

estimated, Bayesian estimation is based on the 

principle of conditional probabilities in 

probability theory [1]. 

2. Research Problem  

The research problem is represented by the 

lack of estimates of the parameters of the 

spherical distribution using Bayesian 

estimation methods under selected loss 

functions, and the need to estimate a 

probability distribution function for the factors 

that contribute to myopia in children. 

https://isj.edu.iq/index.php/rjes
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3. Research objective 

The aim of this paper is to estimate the 

parameters of the spherical-Dirichlet 

distribution using the Bayesian method in 

estimation under an asymmetric loss function, 

which is the DeGroot Loss function, and to 

propose a probability distribution for the 

factors that lead to myopia in children (which 

is the PRIOR Spherical Gamma distribution as 

a primary distribution) by converting the 

traditional Gamma distribution from Cartesian 

coordinates to spherical coordinates. 

 

4. Loss functions [1][4] 
Loss functions that make the loss 

function prediction at its lowest value are used 

to estimate the expected model parameters 

when making a decision based on the available 

information and known or proposed probability 

distributions. Bayesian estimates differ 

according to the different types of loss 

functions in order to obtain a Bayesian 

estimator at which the subsequent expected 

loss is as low as possible for the purpose of 

testing the accuracy of the Bayesian method to 

obtain the estimated parameter vector. 

The loss function resulting from 

estimating the parameter vector  is 

represented by the estimated vector  as there  
is often a noticeable difference between the 

estimator and the parameter and the loss 

function is a measure of the difference  −  

or the ratio    or both through which the  

accuracy of the estimate is identified. It can be 

   which indicates no loss. Or it can be 

 <  called under estimation. Or it can be 

 >  and it is called over estimation . 

 
A loss function is defined as a positive 

real-valued function that satisfies the 

following: 

 . 𝑙     ≥ 0             ;  ∀   ∀  

2. 𝑙       0            ;  ∀       
 

4.1 Asymmetric Loss Functions  

Asymmetric loss functions are loss 

functions that deal differently with positive and 

negative errors in estimating the required 

value. These functions are useful when positive 

and negative errors have different effects or 

when there are specific preferences or 

restrictions in the estimation. Symmetric loss 

functions are built on the assumption that the 

loss is the same in any direction, but this 

assumption may not be met in many cases. In 

some cases, the positive error is more 

important than the negative error and vice 

versa. Therefore, the use of symmetric loss 

functions is sometimes inappropriate. 

Therefore, it is preferable to use asymmetric 

loss functions.  

 

4.2  DeGroot Loss Function: 

It is an asymmetric loss function 

proposed by DeGroot in (1970) and its formula 

is [6]: 

lD         
  −   

  
  

 

    
   
−   

 

             ( )  

To find the Bayes estimator for the 

parameter vector (𝛼 ), the risk function is as 

follows: 

RD       E. 
   
−  /

 

 

    . 
   
−  /

  

∀

    | x  d     

     − E    | t − 2   − E  | x +           (2  )

By taking the partial derivative of 

equation (2) with respect to the estimated 

parameter vector   and setting the result equal  
to zero, we get: 

2   −   E  | x − 2   −   E    | x  0       

Therefore: 

  BD  
E   2| t 

E  | t  
                                       (3)                                                                   

Equation(2) is the formula for finding a 

Bayesian estimator  for the vector of 

parameters using the DeGroot loss function, it 

is clear that the denominator in it is the 

expected posterior probability density function 

for the vector of parameters , i.e. the Bayesian 

estimator for the vector of parameters  using 

the square error loss function [5]. 
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Figure (1) DeGroot loss function curve 

 
5. Dirichlet distribution [6][2] 

A probability distribution that is 

commonly used in statistical analysis and 

machine learning. This distribution is used to 

determine a probability distribution for the 

proportion of different classes in a set of 

samples. 

 It has many applications in different 

fields. It is the most suitable distribution for 

synthetic data and proportion modelling 

measures in Bayesian inference. It is used in 

deriving the distribution function in biology, 

calculating the probability of matching in 

forensics from several population groups, 

modelling player abilities in matches, and 

modelling consumer purchasing behaviour. 

The Dirichlet distribution plays a fundamental 

role in Bayesian theory and Bayesian 

estimation. It is a multivariate distribution that 

is commonly used to model a set of proportions 

that sum to one. 

 Let    be a random variable with a 

Gamma distribution 

 ( )  
 −      − 

 𝛼 
                                        (4) 

where     (𝛼    )and i=1,2,…..,k and 

X1,…..,Xk are independent, then the joint 

probability density function for (X1,…..,Xk) is 

written as follows [3]: 

 (       )

 {∏
 

 (𝛼 )
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There fore 
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Then 

                                  
And also 
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A one could prove that the Jacobian 

determinate is  
  

|
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Since this paper based on (3) variables 

then Then: 
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where      

 , and therefore the joint 

probability density function will be as in the 

equation: 

 (        )
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And equation (9) is the multivariate 

Dirichlet Distribution which is a Beta 

Distribution 

         (𝛼  ∑ 𝛼 
 
   − 𝛼 );    

  2 3  0 <   <        
Let 

                −   −                      
then 
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 (        )  
 (𝛼 + 𝛼 + 𝛼 ) 

 𝛼  𝛼  𝛼 
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 2− 
  

  − 
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   are the parameters of the Dirichlet 

distribution, which are the number of variables 

(dimensions) that indicate the averages of the 

random variables in the distribution, and their 

number is (3). 

 

6.Some properties of the Dirichlet distribution: 

a. Mean [6]: 

 (  )  
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7. The Spherical-Dirichlet Distribution  

This distribution is one of the useful 

tools in defining risk weights in automated 

classification systems [6], [7]. 

The spherical Dirichlet distribution is 

used in many applications, such as image and 

text classification, genetic data analysis, and 

weather forecasting. This distribution is used to 

determine a probability distribution for several 

different classes based on some characteristics 

related to the data. 

The spherical Dirichlet distribution is 

characterized by being a multidimensional 

distribution, as it can be used to determine a 

probability distribution for several classes. It is 

also considered a continuous distribution, as it 

can take probability values at any point in the 

multidimensional space. 

The spherical Dirichlet distribution is 

used in machine learning techniques, such as 

image and text classification, genetic data 

analysis, and weather forecasting, as it can be 

used to improve the accuracy of models and 

accurately identify classes. 

We can obtain the spherical Dirichlet 

distribution by using the Dirichlet distribution 

transformation on the plane corresponding to 

the hyperbolic sphere as shown in Figure 2. If 

we have a probability density function for the 

distribution fDir in equation 1-5, it is 

transformed into a spherical one using the 

plane corresponding to the hyperbolic sphere 

through the following transformation: 

   √            
    

   

   
 2      

   . . ( −  )    √                                 ( 4)                   

 

 

 
 

Fig (2) The plane corresponding to the hyperbolic sphere 

for three variables has a Dirichlet distribution. 

 

The Jacobian is 

  ||

   

   
 2  0

0
   

   
 2  

||

 4                                   ( 5) 

Thus, the probability density function for the 

spherical Dirichlet distribution is as follows: 
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𝛼      𝛼  ∑ 𝛼 
 
        0     

     ∑   
    

     

So the equation 22 is the formula for the 

spherical Dirichlet distribution, since xi ~SDD 

(αi) 
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The covariance between any two 

variables is 
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And the var-cov matrix is                                         
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8.Bayes Estimators for Vector of parameters 

of The Spherical-Dirichlet Distribution   

We can obtain the estimators of the 

vector parameters of the spherical Dirichlet 

distribution using the Bayesian method by 

estimating under different loss functions as 

follows: 

a - Informative Standard Bayesian Estimator 

for The Spherical-Dirichlet Distribution under 

DeGroot Loss function 

The standard Bayesian estimator for the 

DeGroot function is as in the equation  

  
    B DD

 
E   2| t 
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By solving equation 30, we obtain the 

parameters to be estimated, 𝛼  , which is a 

nonlinear function that cannot be solved using 

conventional analytical methods. Therefore, the 

Monte-Carlo Macrocycle (MCMC) method 

will be used. 

9. The applied aspect 

This section includes a practical 

application of the Dirchleigh spherical 

distribution on real-world data obtained from 

Al-Karaawi Medical Center for Ophthalmology 

and Eye Surgery in Babylon Governorate for 

the years (2020-2022) that were measured 

using Optical Coherence Tomography (OCT), 

which is an imaging technique used to image 

structures inside the eye, including the retina 

and optic nerve. These variables are the 

direction of the eye structures and the direction 

of the optic disc and peripheral refraction, with 

the aim of applying them to the spherical 

distribution and extracting Bayesian estimators. 

In our study, we will discuss Bayesian 

estimators under the DeGroot loss function 

because it has proven to be superior to other 

loss functions. A program written in Matlab 

was used. 

 

10. Myopia (near-sightedness) 

It is a common visual disease, where 

those affected can see nearby objects clearly, 

while distant objects appear blurry. This 

happens when the shape of the eye, or rather 

the shape of certain parts of it, causes light rays 

to be refracted inaccurately. Because light rays 

that should be focused on the nerve tissue at 

the back of the eye (the retina) are focused in 

front of the retina instead, nearsightedness 

usually appears during childhood and 

adolescence and usually becomes more stable 

between the ages of 20 and 40. 

Nearsightedness often runs in families, a basic 

eye exam can confirm the extent of 

nearsightedness. You can compensate for 

blurry vision with glasses or contact lenses, or  

 

with refractive surgery. Signs and 

symptoms of nearsightedness may include: 

1. Blurred vision when looking at distant 

objects 

2. Needing to squint or partially close the 

eyelids to see clearly 

3. Headaches 

11. Eye strain Children 

 May have difficulty seeing objects on 

whiteboards or classroom displays. Younger 

children may not express difficulty seeing, but 

they may exhibit the following behaviors that 

indicate difficulty seeing. 

12. Applied Data Description 

The applied data represent three variables 

to measure myopia for (720) patients at Al-

Karaawi Medical Center for Ophthalmology 

and Eye Surgery in Babylon Governorate for 

the years (2020-2022) that were measured 

using Optical Coherence Tomography (OCT), 

which is an imaging technique used to image 

structures inside the eye, including the retina 

and optic nerve. It is one of the devices for 

diagnosing and monitoring conditions such as 

changes associated with myopia, macular 

degeneration, and glaucoma. These variables 

are: 

a. Studies on the orientation of certain 

structures of the eye (such as blood vessels) 

in relation to myopia. This may include 

analyzing orientation angles using circular 

statistics. 

b. Optic Disc Orientation (ODO): It is a 

measurement of the orientation of the optic 

disc from the point where the optic nerve 

exits the eye in degrees from the vertical 

meridian. This may be relevant to 

understanding how the orientation of the 

optic disc is related to the development of 

myopia. 

c. Peripheral Refraction (PR): When assessing 

the progression of myopia, researchers 

sometimes examine how refraction changes 

in different parts of the visual field. This 

involves measuring the refractive error in 

different meridians. 

 Orientation of Eye Structures) (OES) 

 Optic Disc Orientation) (ODO ) 

 Peripheral Refraction (PR) 
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Figure (3) Three-dimensional (spherical) diffusion 

shape of real data 

 

 

We note from Table 1 that: 

a. The mean direction of the Orientation of 

Eye Structures (OES) is (0.50) and the 

mean direction is (0.49) and the common 

angle is the angle (0.93). 

b. The average direction of the optical disc 

orientation (ODO) is (0.49) and the 

common angle is (0.26) 

c. The average direction of the peripheral 

refraction (PR) is (0.53) and the 

common angle is (0.29) . 

13. Test of goodness of fit 

Real data was tested at 𝛼
 

   𝛼  

  𝛼     using the Bayes method at the 

DeGroot loss function, which showed its 

superiority in the experimental aspect using the 

Kuiper (K) statistic and the Watson (W) 

statistic where Kuiper statistic formula is 

  √ ,  x     ( ( ) −
 − 

 
) +

  x     (
 

 
−  ( ))-            

The lowest value of any statistic gives the most 

appropriate distribution. 

The test results were as shown in table 3 

Real data test results 

 

 
It is clear from Table 2 that the spherical 

Dirichlet distribution was more suitable for the 

real data than the Dirichlet distribution with the 

lowest values according to the comparison 

criterion adopted in this paper, which is the 

Kuiper criterion. 

14. Data analysis 

We mentioned earlier that the results of 

the simulation experiments showed that the 

best method for estimating the parameters of 

the spherical Dirichlet distribution is the Bayes 

method at the DeGroot loss function, so this 

method will be applied to the real data to 

extract the values of the probability density 

function of the distribution for the purpose of 

finding the probabilities of myopia. shows the 

probability values of the real data and the 

estimated probability values corresponding to 

the simulation experiments at the values of the 

variables x, y, z. 

 
while Figure 4 represents the real probability 

density function estimated by the Bayes 
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method under the DeGroot loss function for the 

three-dimensional spherical Dirichlet 

distribution. 

 

 
Fig. (4) The curve of the actual and estimated 

Bayesian probability density function under the DeGroot 

loss function for the three-dimensional spherical 

Dirichlet distribution 

 

Where 

X represents: the average direction of the 

orientation of the eye structures (Orientation of 

Eye Structures (OES)) 

Y represents: the average direction of the optic 

disc (Optic Disc Orientation (ODO) 

Z represents: the average direction of the 

peripheral refraction (Peripheral Refraction 

(PR) 

 

We note from Table 2 and Figure 4 that; 

the values of the probability density function 

estimated by the Bayes method under the 

DeGroot loss function are consistent with the 

values of the true probability density function 

for the three-dimensional spherical Dirichlet 

distribution. 

a. The estimated probability density function 

values by Bayes method at the DeGroot 

loss function are consistent with the true 

probability density function values of the 

three-dimensional spherical Dirichlet 

distribution. 

b. The variables Orientation of Eye 

Structures (OES), Optic Disc 

Orientation (ODO), and Peripheral 

Refraction (PR) contributed to the 

modeling of myopia represented by the 

probabilities resulting from the 

spherical Dirichlet distribution. 

Changing any of the three variables 

towards an increase or decrease affects 

the probability of developing myopia. 

c. When the degree of the variable OES 

increases and each of the variable's 

ODO and PR decreases, the probability 

of developing myopia increases. 

d. When the degree of the variable ODO 

increases and each of the variable's 

OES and PR decreases, the probability 

of developing myopia decreases. 

e. When the degree of the variable PR 

increases and each of the variable's 

OES and ODO decreases, the 

probability of developing myopia 

decreases. 

f. Increasing the degree of each of the 

variable's OES, ODO and PR leads to 

an increase in the probability of 

developing myopia. 

g. Increasing the degree of each of the 

variable's OES and ODO and 

decreasing the degree of PR leads to a 

decrease in the probability of 

developing myopia. 

h. When the degree of each of the 

variable's OES, ODO and PR 

approaches 0.50 on average, the 

probability of developing myopia 

approaches 0.50. 

15. Conclusions 

Through what was presented in the previous 

chapters, we can point out some of the 

conclusions that were reached and the 

recommendations that we believe are 

necessary. 

a. The values of the probability density function 

estimated by the Bayes method at the 

DeGroot loss function are consistent with the 

values of the density function resulting from 

simulation experiments for the three-

dimensional spherical Dirichlet distribution 

in terms of the positive and significant 

correlation coefficient between them. 
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b. When the average degree of infection for the 

variables OES, ODO and PR approaches 0.50 

on average, the probability of developing 

myopia approaches 0.50. 

c. Increasing the degree of the variables OES, 

ODO and PR leads to an increase in the 

probability of developing myopia. 

d. Increasing the degree of the variables OES 

and ODO and decreasing the degree of PR 

leads to a decrease in the probability of 

developing myopia. 
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