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ABSTRACT 

With the enhancement of technology facilitating the expansion of businesses 
and thoughts, more and more people are applying for loans for personal or 
business use. However, banks have limited assets, which limit the amount of 
loans that can be granted. Identifying the right persons to grant loans to can be 
a time-consuming process. Banks seek to grant loans to individuals who can 
repay the loan on time, enabling the bank to obtain maximum profits. This 
work aims to solve the loan default problem with minimum costs to banks. 
This work consists of five main stages: pre-processing, feature extraction, 
machine learning techniques, evaluation models, and performance analysis to 
select the best machine learning models. Then, two datasets with different 
features are used. The first dataset has five features, and the second contains 
eighteen features. We are splitting the datasets into various training 
percentages (40%, 50%, 60% and 70%). The rest of the dataset is used for 
testing using only the Weka application. KNN is applied with different cross-
validations, such as 15, 10, and 5, and different numbers of nearest neighbours 
(1, 5, 10, and 15). For the first dataset, the highest accuracy is 97.47% with two 
cross-validation values, 15 and 10, in the 10 nearest neighbours. The KNN was 
also implemented on the second dataset to compute the highest accuracy, 
88.21% in three cross-validation values (15, 10, and 5) with the 15 nearest 
neighbours. Then, logistic regression is applied to compare the results of the 
correct classification value computed at the highest value of 96.93% with the 
(70% training set for the first dataset. The highest accuracy was obtained at 
88.32% after splitting the second dataset (40%) for training and the rest for 
testing. 

1. INTRODUCTION  

 The rapid evolution of technology has accelerated decision-making processes, resulting in a 

surge in credit card activity in countries like the United States. Fair, Isaac & Co. (FICO) was founded 

in 1956 to assist in consumer credit evaluation, with computer-based credit application processing 

emerging in the 1960s [1]. By 1975, multivariate discriminant analysis gained formal approval for 

credit evaluation after the passage of the Equal Credit Opportunity Act [2]. Similarly, in the United 

Kingdom, the first credit card, Barclaycard, was introduced in 1966 [3]. 

 Despite technological advances, accurately assessing loan applications remains a significant 

challenge for financial institutions. Traditional methods often struggle to predict loan defaults 

reliably, especially as application volumes rise and more diverse borrower profiles emerge. In 

addition, Rural lending, which is essential for global agricultural production, is also significantly 

affected by the accuracy of credit assessments. In rural areas, where financial records are often 

limited and income is seasonal, inaccurate credit evaluations can lead to unjust loan denials or 

increased default rates. This highlights the need for adaptive, data-driven risk models to ensure fair 

and sustainable rural finance [4]. Human biases and limited model generalizability further 

complicate decision-making, leading to financial losses and inefficiencies. Research proposes 

developing a machine learning model aimed at accurately identifying non-performing loans. The 

study seeks to enhance credit risk assessment by leveraging transfer-based machine learning 

techniques while minimizing human bias and increasing decision accuracy. The model is evaluated 

using key performance metrics—precision, recall, and F1-score—and compared against existing 
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approaches to validate its effectiveness. Machine learning (ML) has emerged as a vital tool in data 

science, offering transformative opportunities for financial forecasting and decision-making [5]. 

This study specifically focuses on building a system that detects defaulting borrowers through a 

structured approach: 

• Developing a transfer learning-based ML framework tailored for banking datasets to 
predict loan defaults. 

• Conducting a comparative evaluation with previous studies based on standard 
classification metrics. 

 The remainder of this manuscript is structured as follows: Section 2 discusses the related 

work; Section 3 details the methodology; Section 4 presents the proposed system and experimental 

results; Section 5 compares the results with existing approaches; and Section 6 concludes the study. 

2.  LITERATURE REVIEW  

 Recent studies in credit default prediction indicate the increasing reliance on artificial 

intelligence and machine learning technologies as pivotal tools for improving the accuracy of credit 

assessments and accelerating the loan-granting process. However, with the proliferation of digital 

transformation and intensifying competition between financial institutions, the introduction of 

advanced predictive models acts as a mitigator in reducing the risks incurred from non-performing 

loans and reaching financial solvency for banks. Some of the most successful models that 

researchers have investigated are logistic regression, support vector machines, decision trees, 

random forests, k-nearest neighbour algorithm, multi-layer perceptron, deep learning, etc.[6] 

Although it is a simple method to interpret results, logistic regression performance in many 

research studies is low in predicting complex or non-linear data and is sometimes inaccurate [7]. 

Researchers have tried to transform this model to banking data to reflect banking cost-sensitivity 

by developing cost-sensitive algorithms on actual financial costs, i.e., by embedding a state-

dependent cost matrix into logistic regression [8], which achieves remarkable result improvements 

and financial saving gains. 

 On the other hand, Support Vector Machine (SVM) has good customer classification results, 

especially in biclass data among defaulters and non-defaulters. And it has been demonstrated to 

work well with high-dimensional data and has produced accurate results when using multiple 

kernels (e.g., polynomial kernels ([9])). However, due to the need for manual tuning parameters and 

vulnerability to data distribution, the effectiveness of SVM is limited when faced with severely rare 

or heterogeneous data. Decision trees (DT) were listed for their simple interpretation, efficiency as 

exploratory instruments, and high accuracy in several studies running to segment customers by 

creditworthiness [10]. However, one fatal shortcoming of such a model is that it overfits and its 

generalizability is compromised. For this reason, boosted classifiers like AdaBoost have been used 

or are being embedded in the Random Forest to give better performance. Although simple and 

without assumption about data distribution, both being its main advantages, the K-nearest 

Neighbor (KNN) algorithm is proven not to work well with large datasets, more so with an increased 

computation overhead and lower accuracy for noisy/ non-standard features [11]. It has been used 

in some studies for limited performance comparisons, but it rarely yields optimal results. Random 

Forests (RF) have shown significant superiority in many studies. They rely on combining multiple 

decision trees trained on subsamples, which improves model accuracy and reduces bias. They have 

consistently performed superior in many experiments compared to DT or SVM [12]. However, some 

other studies have indicated that RF may not always be optimal, especially when dealing with large 

and complex datasets, where models such as XGBoost have emerged as more efficient alternatives 

in terms of speed and accuracy [13] 

 It is also worth noting that many studies have focused on the pre-model building stage, i.e., 

preprocessing, given its significant impact on the quality of results. It has been observed that 

banking data often suffers from class imbalances, missing values, and noise, requiring techniques 

such as cleaning, data normalization, outlier handling, and dimensionality reduction. Studies such 

as [14] and [15] have demonstrated the importance of selecting the most meaningful attributes of 
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credit behavior, which has contributed to improving the performance of subsequent models. 

Finally, some studies have sought to adopt hybrid models that combine the advantages of more than 

one algorithm, or use deep learning techniques with RBF or artificial neural network-based 

structures. These models have achieved promising results, especially in complex cases that are 

difficult to represent mathematically using traditional algorithms [16], [17]. Despite substantial 

progress, several critical gaps remain in the current literature: 

• Conflicting findings regarding the most effective ML algorithm for credit risk prediction 
(e.g., SVM vs. RF vs. XGBoost) limit the establishment a standard, universally accepted 
approach. 

• Limited focus on transfer learning: While traditional supervised models have been 
extensively explored, few studies have leveraged transfer-based machine learning 
frameworks for banking datasets. 

• Underexplored cost-sensitive evaluation metrics: Although cost-sensitive algorithms 
have been proposed, their application across diverse models remains insufficiently 
validated, especially for highly imbalanced datasets standard in loan default prediction. 

• There is a lack of comparative studies that holistically evaluate models using consistent 
metrics such as precision, recall, and F1-score across different datasets. 

 These limitations restrict our theoretical understanding and the practical deployment of 

intelligent loan evaluation systems in real-world financial environments. In response to these gaps, 

this study proposes a novel transfer-based machine learning approach to enhance default 

prediction accuracy while reducing human biases. It systematically evaluates performance using 

standardized metrics and benchmarks results against leading techniques from existing literature, 

offering a comprehensive and state-of-the-art solution for modern financial institutions. 

3.  RESEARCH METHODOLOGY 

 Fig. 1 shows the proposed model to predict accurate loan repayment and default behavior 

using machine learning. The approach starts with the data preprocessing phase, which is the most 

crucial part to manage the data quality we are using. Two records were connected from each of two 

databases: one table with customer identifiers (Dataset 1) and one with the details of their loans 

(Dataset 2). These two datasets were merged with matching IDs (ID–Loan ID).  

 
Figure 1: Proposed system block diagram 

 Preprocessing for this data includes a series of tasks such as cleaning the data from missing 

values and duplicates, transforming to a similar data format, and finally converting text to numbers 
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using techniques like One-Hot Encoding and Label Encoding so that algorithms can handle them. 

Normalization was used to scale numerical values to the same range across features and to 

minimize the effects of scale differences in different units on model learning, especially for distance-

based models, such as KNN. Once pre-processing was completed, meaningful features affecting 

credit decisions were obtained from a statistically dimensioned model selection method. A variety 

of machine learning algorithms were then trained, including logistic regression (LR), decision trees 

(DT), random forests (RF), k-nearest neighbor (KNN), and support vector machine (SVM). These 

models were comprehensively evaluated using multiple metrics, including accuracy, F1 coefficient, 

recall, and ROC-AUC, to ensure performance was assessed from various perspectives. Finally, a 

comparative analysis of the models' performance was conducted to determine the most efficient 

and stable model in predicting loan risk. This supports the research objective of providing a reliable 

predictive system that enhances lending decisions in financial institutions.  

Table 1: The attributes of the first dataset 

No. Attribute name type Description 

1 Id Integer  

2 Student String Yes, No 

3 Balance Numeric  

4 Income Numeric  

5 Default String Yes, No 

3.1 Data Collection  

 To build an accurate and robust predictive model for loan default detection, two publicly 

available datasets were collected from Kaggle to serve as the foundation for analysis. Both datasets 

were obtained in CSV format and contain structured tabular data relevant to personal and financial 

characteristics of loan applicants. These datasets are essential for exploring factors contributing to 

loan default and training the model for classification and risk prediction tasks. The first dataset[18] 

includes 10,000 records with attributes such as the loan applicant's balance, income, and student 

status. The target variable, Default, is binary (Yes/No), indicating whether the applicant defaulted 

on the loan. Table 1 presents the attributes of this dataset. 

Table 2: Attributes of the second dataset 

No. Attribute name type Description 

1 Loan ID Numeric A unique identifier for each loan 

2 Age Numeric The Age of the borrower 

3 Income Numeric The annual income of the borrower 

4 Loan Amount Numeric The amount of money being borrowed 

5 Credit Score Integer 
The credit score of a borrower indicates their 

creditworthiness 
6 Months Employed Integer The number of months the borrower has been employed 

7 Num Credit Lines Integer The number of credit lines the borrower has open 

8 Interest Rate Float The interest rate of the loan 

9 Loan Term Integer The term length of the loan in months 

10 DTI Ratio Float The debit income ratio 

11 Education String High school, Bachelor's, Master's, and  PhD 

12 Employment Type String Unemployed, Full-time, Self-employed, and Part-time 

13 Marital Status String Single, Married, and Divorced 

14 Has Mortgage String Yes and No 

15 Has Dependents String Yes and No 

16 Loan Purpose String Auto, Other, Business, Home, and Education 

17 Has CoSigner String Yes and No 

18 Default Integer 0 and 1 

 The second [19] consists of 10,213 entries and contains richer features, including credit score, 

employment history, education level, and loan purpose. The Default column here is also binary (0 

for no default, 1 for default). As shown in Table 2, this dataset allows for more complex feature 

engineering and provides detailed information that can enhance the model's predictive 

performance. These two datasets provide complementary views of loan applicants—one more 

focused on simplified financial data and the other offering a multidimensional socio-economic 
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profile. This dual-source data approach supports comprehensive analysis and strengthens the 

model's generalization ability across different borrower profiles. 

Table 3: The Original Values of the First Dataset 

id student balance income default 

1 No 729.526495 44361.63 No 

2 Yes 817.180407 12106.13 No 

3 No 1073.54916 31767.14 No 

4 No 529.250605 35704.49 No 

5 No 785.655883 38463.5 No 

6 Yes 919.588531 7491.559 No 

7 No 825.513331 24905.23 No 

8 Yes 808.667504 17600.45 No 

  Pre-processing 

 The preprocessing phase is critical in preparing datasets for machine learning, ensuring the 

data is clean, structured, and suitable for analysis. It involves several key sub-steps: first, data 

cleaning, where both datasets are examined for missing values, duplicate entries, and inconsistent 

formatting, and irrelevant or redundant data is removed to ensure alignment (e.g., matching IDs 

between datasets). Next, string values are converted to numeric formats, as most machine learning 

algorithms require numerical inputs. This step typically involves techniques like label or one-hot 

encoding to convert categorical features into numbers.  

Table 4: The original Values for the Second Dataset 

LoanID Age Income 
Loan 

Amount 
Credit 
Score 

Months 
Employed 

NumCredit 
Lines 

I38PQUQS96 56 85994 50587 520 80 4 

HPSK72WA7R 69 50432 124440 458 15 1 

C1OZ6DPJ8Y 46 84208 129188 451 26 3 

V2KKSFM3UN 32 31713 44799 743 0 3 

EY08JDHTZP 60 20437 9139 633 8 4 

A9S62RQ7US 25 90298 90448 720 18 2 

H8GXPAOS71 38 111188 177025 429 80 1 

0HGZQKJ36W 56 126802 155511 531 67 4 

1R0N3LGNRJ 36 42053 92357 827 83 1 

CM9L1GTT2P 40 132784 228510 480 114 4 

IA35XVH6ZO 28 140466 163781 652 94 2 

Y8UETC3LSG 28 149227 139759 375 56 3 

RM6QSRHIYP 41 23265 63527 829 87 4 

GX5YQOGROM 53 117550 95744 395 112 4 

X0BVPZLDC0 57 139699 88143 635 112 4 

O5DM5MPPNA 41 74064 230883 432 31 2 

ZDDRGVTEXS 20 119704 25697 313 49 1 

9V0FJW7QPB 39 33015 10889 811 106 2 

O1IKKLC69B 19 40718 78515 319 119 2 

F7487UU2BF 41 123419 161146 376 65 4 

7ASF0IHRIT 61 30142 133714 429 96 1 

A22KI1B6SE 47 146113 100621 419 55 1 

1MUSHWD9TW 55 132058 130912 583 48 4 

LXK7UEMLK0 19 118989 123300 528 73 3 

995RE1TIB4 38 56848 168918 468 73 1 

D17PDP8LBL 50 81649 78193 839 110 1 

C35RYEXWJ0 29 114651 197648 343 58 3 

G8AIMX5E52 39 17633 167105 514 62 3 

BJNLQ0H95H 61 62519 29676 462 16 1 

YIGLFWKNH5 42 141412 197764 580 57 2 

GAA8OQN796 66 39568 58945 604 37 4 

P3EX8G0AYT 44 100284 225403 551 31 1 

 Finally, normalization is applied to scale feature values into a standard range, such as [0,1] or 

[-1,1], ensuring that features with large numeric ranges do not dominate those with smaller ranges, 

thus improving the performance and convergence of many machine learning models, especially 
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distance-based ones like KNN. Together, these preprocessing steps ensure the data is clean, 

consistent, and ready for effective feature extraction and model training, ultimately improving the 

performance of the machine learning models [20-24].  Two datasets containing the numeric and 

string values are shown in Tables 3,4, and 5, respectively.  

Table 5: The original values in the second dataset (continued) 
Interest 

Rate 
Loan 
Term 

DTI Ratio Education 
Employment 

Type 
Marital 
Status 

15.23 36 0.44 Bachelor Fulltime Divorced 

4.81 60 0.68 Master Fulltime Married 

21.17 24 0.31 Master Unemployed Divorced 

7.07 24 0.23 High School Fulltime Married 

6.51 48 0.73 Bachelor Unemployed Divorced 

22.72 24 0.1 High School Unemployed Single 

19.11 12 0.16 Bachelor Unemployed Single 

8.15 60 0.43 PhD Fulltime Married 

23.94 48 0.2 Bachelor Selfemployed Divorced 

9.09 48 0.33 High School Selfemployed Married 

9.08 48 0.23 High School Unemployed Married 

5.84 36 0.8 PhD Fulltime Divorced 

9.73 60 0.45 Master Fulltime Divorced 

3.58 24 0.73 High School Unemployed Single 

5.63 48 0.2 Master Parttime Divorced 

5 60 0.89 Master Unemployed Married 

9.63 24 0.28 PhD Unemployed Single 

13.56 60 0.66 Master Selfemployed Single 

14 24 0.17 Bachelor Selfemployed Divorced 

16.96 60 0.39 High School Selfemployed Single 

15.58 12 0.65 PhD Parttime Divorced 

9.32 12 0.38 Bachelor Unemployed Married 

5.82 60 0.47 High School Unemployed Married 

15.29 36 0.22 PhD Parttime Single 

19.1 24 0.22 Bachelor Unemployed Single 

21.41 48 0.5 Master Parttime Married 

21.07 24 0.19 Bachelor Parttime Married 

7.86 36 0.66 High School Fulltime Single 

23.91 48 0.12 Bachelor Unemployed Divorced 

10.18 12 0.19 Bachelor Fulltime Married 

6.67 12 0.1 High School Unemployed Divorced 

18.77 36 0.17 Master Unemployed Divorced 

16.11 60 0.44 Master Unemployed Married 

 The string values in the first dataset are transformed to numeric values, such as student (yes=1 

and no=0) and default value (yes=1 and no=0), as shown in Table 6. The second dataset converts 

values into strings and numeric values, as shown in Table 7. Then, the missing values are estimated 

and normalised to increase the performance of ML models.  

Table 6: The converted values in the first dataset 

id student balance income default 

1 0 729.526495 44361.63 0 

2 1 817.180407 12106.13 0 

3 0 1073.54916 31767.14 0 

4 0 529.250605 35704.49 0 

5 0 785.655883 38463.5 0 

6 1 919.588531 7491.559 0 

7 0 825.513331 24905.23 0 

8 1 808.667504 17600.45 0 

9 0 1161.05785 37468.53 0 
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Table 7: String attribute values after conversion in the second dataset 

No. Attribute name Description 

1 Education High school=1, Bachelor=2, Master=3 and PhD =4 

2 Employment Type Un employed=0, Full time=1, Self-time=2 and Part time=3 

3 Marital Status Single=0, Married=1 and Divorced =2 

4 Has Mortgage Yes=1 and No=2 

5 Has Dependents Yes=1 and No=2 

6 Loan Purpose Auto=0, Other=1, Business=2, Home=3 and Education=4 

7 Has Co-Signer Yes=1 and No=2 

33.  Feature Descriptions. 

 The bank's default payment data are represented in the dataset. The collection contains 

10000records of five features as shown in Table 1. The second dataset includes 10213records and 

18 attributes as shown in Table 2.  

3.2 ML Techniques and Evaluation Metrics 

 Several pre-processing techniques are applied to the original value for a dataset to produce a 

well-formed dataset, including cleaning, data integration, data formatting, data normalisation, etc. 

Then, various classification methods are implemented to determine the accuracy of our predictive 

model's predictions, including LR, Naïve Bayes, Hoeffing Tree, J48, DT, K-NN, SVM, RF, RT, REB Tree, 

and decision stamp. These techniques are implemented using the Weka application. The results 

were impressive. This study used a dichotomous default payment (yes or no) as the dependent 

variable. The results are then compared using different evaluation metrics, and the best techniques 

are selected. The evaluation metrics are the confusion matrix (shown in Fig. 2), correct 

classification, TP, FP, precision, recall, and ROC [25-32].  

 
Figure 2: The confusion matrix. 

 Each prediction will belong to one of the four categories: 

• True positive (TP): correct positive prediction  

• False positive (FP): incorrect positive prediction 

• True negative (TN): correct negative prediction 

• False negative (FN): incorrect negative prediction 

 The data on bank loans is then split into (40%, 50%, 60% and 70%).  It is a fundamental and 

crucial aspect of artificial intelligence. Algorithms are used to analyze data and make relevant 

decisions. It consists of several branches. In supervised learning, predictions are based on labeled 

data, and in unsupervised learning, a pattern of unclassified data (patterns) is formed, and 

reinforcement learning (optimal decisions are made through interactions) [33]. 

3.2.1 Random Forest (RF) 

 Fig. 3 shows that Random Forest (RF) is a supervised learning valuable algorithm for 

regression and classification problems. Model performance is improved through ensemble learning 

when multiple decision trees (DTs) are standardized. The prediction accuracy is increased and 

overfitting is avoided, resulting in improved accuracy.[34].  
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Figure 3: Random Forest Structure [36] 

3.2.2 K-Nearest Neighbors (KNN) 

 KNN algorithm is a popular learning type of ML that can be defined as a supervised learning 

classifier. An ensemble learning method makes predictions using values from other data points local 

to the observation [35]. It is used for classification or prediction when grouping individual data 

points. It is non-parametric because it does not make any underlying assumptions about data 

distribution. Figure 4 explains two types of data: training data, which classifies coordinates 

identified by an attribute, and the testing data for identifying the nearest points for the groups query 

point by determining the closest groups which has the smallest distance, such as Euclidean, 

Manhattan, and Minkowski distance. 

 Several studies have implemented a KNN classifier for credit assessment using life credit card 

data in different types of banks. Other studies have applied and improved different methods to solve 

the problem of loan defaulters using KNN and LR [35].  

 

Figure 4:   KNN Classifier [37]. 

3.2.3 Decision Tree (DT) 

 For classification and regression problems, a supervised learning algorithm called a DT is 

employed. The tree structure is shown in Fig. 5, where each internal node represents an attribute 

test. The test's result is a set of branches, and a class label is attached to each leaf node, or terminal 

node. It is created by iteratively dividing the training data into subsets according to the attribute 

values until a halting requirement is satisfied, like the maximum tree depth or the smallest number 

of samples required to split a node. During training, the DT algorithm selects the best attribute to 

split the data based on a metric such as entropy or Gini impurity, which measures the level of 

impurity or randomness in the subsets. The goal is to find the attribute that maximises the 

information gain or the reduction in impurity after the [36]  

 

Figure 5:   Decision Tree algorithm [38]. 
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3.2.4 Support Vector Machines (SVMs) 

 Powerful pattern classification models are employed for supervised learning tasks.  SVM's 

effectiveness lies in its ability to handle various learning problems and generalize well to new data. 

Fig. 6 provides a pseudocode representation of the SVM's process from data splitting to accuracy 

assessment. [37].  

 
Figure 6: Support Vector Machines (SVMs)[37]. 

3.2.5 Logistic Regression (LR) 

 This kind of supervised learning is reliant on discrete or binary variables, such as "yes" or "no," 

"true" or "false," "spam" or "not spam," etc. A complex cost function known as the logistic function 

is employed in LR. The following formula is used to calculate this function. 

 𝑓(𝑥) =
1

1 + 𝑒𝑥
              … (1) 

Where: f(x) is the output of this function between 0 and 1, x is the input value of this function, and 
e is the natural base. 

 In the past, LR was used to identify categorization issues in areas including bad debt 

management, credit scoring, and debt collection. Several studies used machine learning models to 

increase the speed, effectiveness, and accuracy of the loan approval process. Other research 

estimated the highest metrics by applying the LR. Still, LR was used in other research, which did not 

fit well with this kind of data [38]. 

4. RESULTS AND DISCUSSION 

 As presented in the section, the main steps for loan prediction consist of five steps as illustrated 

in Fig. 1, the first step is pre-processing, which is divided into three sub-steps: (i) cleaning data from 

missing values, (ii) converting the string value to a numeric value in two datasets, and (iii) 

normalisation. The second step is feature extraction, and the third is ML classification, where 

different techniques are implemented.  

Table 8:  Comparison of the Precision of all the Classification Models Performed on the First Dataset 

Machine Learning Model 
Percent of Training Set 

40% 50% 60% 70% 

Naïve Bayes 97.32 97.5 97.53 97.12 
LR 97.45 97.42 97.43 97.10 

Hoeffding tree 97.55 91.74 97.18 96.73 
Tree-J48 97.42 97.46 97.38 96.90 

RF 96.92 97.12 97.33 96.87 
RT 95.52 95.44 95.38 95.23 

REP tree 97.32 97.56 97.35 97.00 
DT 96.77 96.96 97.15 96.80 

SVM 96.77 96.96 97.15 96.80 

 In the fourth step, evaluation metrics are implemented to select the best method using the 

correct classification rate, TP, FP, precision, recall, and confusion. The pre-processing step and 

various ML classifiers are implemented on the Weka software. The target of the dataset for 

classification is a default feature in the first dataset. Then, ML is applied on a training set with 

different percentages (40%, 50%, 60%, and 70%). Table 8 shows the correct classification results 

for different ML models using the first dataset.  
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Table 9:   The Correct Classification Results of KNN Based on The First Dataset 

Nearest Neighbor 
Cross validation 

15 10 5 

1 95.78 95.72 95.67 
5 97.02 96.98 97.07 
10 97.15 97.11 97.09 
15 97.13 97.22 97.17 

 The top four algorithms are computed using the correct classification rate and are determined 

to be LR, Hoeffding tree, Tree-J48, and REP tree, with different rates of percentage training set. The 

highest correct classification rate is 97.56% for the REP tree classifier in 50% of the training set. 

Moreover, the best algorithm is Naïve Bayes in the 70% training set, computed as 97.53. Other 

algorithms are calculated at the correct classification as 97.45, 97.55, and 97.42 with 40% training 

set as LR, Hoeffding tree, and computed 97.53 and 97.12 in 60% and 70% of the training set, 

respectively, as shown in Fig. 7. KNN is also applied with different numbers of cross validations (10) 

and nearest neighbours (15) as shown in Table 9. The highest value is 97.22 in 10 cross validations 

with 15 closest neighbours. 

 

Figure 7:  Comparison of the classification rate for all models of the first dataset 

  
A 

 
B 

 
C 

Figure 8: A: Naïve Bayes Classifier with 60% percent of the training set, B: REP tree with 50% 

percent of the training set, C: The other evaluation metrics for REP tree using the  first dataset 

 Then, several classification metrics are computed to evaluate the best technique, such as the 
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confusion matrix, correct classification, recall, and precision. The confusion matrix is calculated to 

select the best ML model. As a result of the bank loan default study utilised in this work, default goal 

values are binary, i.e., zero represents not having a default, and one represents having one. This 

evaluation metric is a two-dimensional rectangular array explained in Section 2.7.4. In Table 4.8, 

the confusion matrix explains the results of the REP tree. Fig. 8  represents the other metrics to 

evaluate the classification algorithm (REP tree). 

Table 10: The Correct Classification Results of Different ML models using the second  dataset 

Machine Learning 
Models 

Percent of Training 
40% 50% 60% 70% 

Naïve Bayes Classifier 88.13 87.90 88.00 87.50 
LR 88.10 87.88 88.05 87.47 

Hoeffding Tree 88.20 87.80 88.03 87.40 
J48 85.95 85.94 83.94 83.65 
RF 88.04 87.80 88.03 87.47 
RT 87.80 87.80 88.03 87.47 

REB Tree 88.04 87.80 88.03 87.47 
DT 88.04 87.80 88.03 87.47 

SVM 88.33 88.29 88.18 88.08 

 The ML is implemented on the second dataset to compare the results with other features. Table 

13 shows the correct classification results with a variety of percentages of training and the five ML 

models with the highest correct classification.  The highest correct classification of SVM with radial 

basis function is 88.33%, 88.29%, and 88.18%, respectively, with 40%, 50% and 60% rate of 

training set. The Hoeffding Tree 40% is 88.20, and the Naïve Bayes classifier is 88.13 at the same 

rate of training set. The lowest is 88.04 for RF, DT, and REB trees, as shown in Fig. 9.  

 

Figure 9:  Comparison of Classification Rate of all the ML Models on the Second Dataset. 

 The KNN is implemented for different cross-validations and nearest neighbours. The highest 

is 88.15, as shown in Table 11, and Fig. 10 shows the confusion matrix for SVM, and the highest 

correct classification rate is in the 40% training set. Table 16 is the confusion matrix of SVM in the 

50% training set. Tables 17, 18, and 19 show the confusion matrices for Hoeffding Tree, Naïve Bayes 

(40%), and LR in 40%, respectively. 

Table 11:  Correct Classification Results of the KNN Algorithm for the Second Dataset 

Nearest Neighbor 
Cross validation 

15 10 5 

1 81.39 81.34 81.21 
5 87.21 87.26 87.32 
10 88.12 88.12 88.14 
15 88.14 88.15 88.11 
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 Fig. 10 illustrates the other evaluation metrics for different classification techniques that 

computed the highest correct classification with varying percentages of the training set.  

 
A: SVM Tree (40% of the training set) B: SVM Tree (50% of the training set) 

 
C: SVM Tree (60% of the training set) 

 
D: Hoeffding Tree (40% of the training set) 

 
E: Naïve Bayes (40% of the training set) 

 
F: LR Tree (40% of the training set) 

Figure 10: The performance of different models  

Table 12: The evaluation metrics for the highest correct classification with different percentage 
rates of the training set 

ML Models TP FP Precision Recall F1-Score 
ROC 
Area 

Default 

SVM 

40% 
  90.00 76.00 82.00  0 
  16.00 35.00 22.00  1 

50% 
  90.00 71.00 79.00  0 
  16.00 42.00 23.00  1 

60% 
  90.00 74.00 81.00  0 
  16.00 37.00 22.00  1 

Hoeffding Tree 
40% 

100 99.60 88.20 100 4.80 92.10 0 
0.40 0.0 71.40 0.40 4.80 18.10 1 

Naïve Bayes 
40% 

99.70 97.30 88.30 99.70 10.8 95.2 0 
2.70 0.30 58.80 2.70 10.8 29.40 1 

LR 
40% 

99.9 98.8 88.20 99.90 93.70 95.10 0 
1.20 0.10 64.30 1.20 2.40 29.10 1 

50% 
99.70 98.0 88.20 99.70 8.60 94.90 0 
2.00 0.30 52.60 2.00 8.60 28.70 1 

  Table 12 shows the results of the correct classification rate of the current work and other 

researchers implementing different ML models. The results of the thesis work are greater than 

those of other researchers. R program implemented two ML algorithms, KNN and LR, for two 

datasets to compare the results with the Weka application.   
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Table 13:  The comparisons of the correct classification results of different ML models from the 
literature using the second dataset with varying rates of the percentage of the training set 

Source ML Models 
Percent of Training 

Accuracy (%) 
40% 50% 60% 70% 

Current work 

SVM 88.33 88.29 88.18 88.08  
Naïve Bayes 88.13 87.9 88.0 87.5  

LR 88.10 87.8 88.0 87.4  
Hoeffding Tree 88.20 87.8 88.0 87.4  

J48 85.95 85.9 83.9 83.6  
RF 88.04 87.8 88.0 87.4  
RT 87.80 87.8 88.0 87.4  

REB Tree 88.04 87.8 88.0 87.4  
DT 88.04 87.8 88.0 87.4  

[6] 
RF     91.0 
LR     67.0 

SVM     67.0 

[7] 
DT     64.0 
RF     77.0 

 Table 13 shows that the KNN implemented on the first dataset had the highest results on cross-

validation 15 and 10, with nearest neighbour 10 computing (97.47). The highest results in KNN with 

(15) nearest neighbours, with all values in cross-validation as explained in Table 14 and Table 15 

on the first and second dataset. Moreover, LR is implemented in two datasets with different 

percentages of the training set, as shown in Table 16.  

Table 14: The classification of KNN based on the first dataset using the R model 

Nearest Neighbor 
Cross validation 

15 10 5 

1 96.00 96.00 96.00 
5 97.30 97.30 97.30 

10 97.47 97.47 97.40 
15 97.37 97.37 97.37 

Table 15:   The classification of KNN based on the second dataset using the R model 

Nearest Neighbor 
Cross validation 

15 10 5 

1 81.42 81.42 81.42 
5 87.63 87.66 87.63 

10 88.02 88.18 88.12 
15 88.21 88.21 88.21 

Table 16: Comparison of correct classification with (LR) performed on the two datasets 

Data sets 
Percent of Training Set 

40% 50% 60% 70% 

First data set 96.92 96.34 96.65 96.93 
Second data set 88.32 87.68 88.20 87.30 

 The experimental results demonstrate the notable impact of using different machine learning 

algorithms and data preparation strategies in loan default prediction. In the first dataset,  the REP-

Tree classifier achieved the highest classification accuracy of 97.56% at a 50% training ratio, 

indicating its strong capability to model hierarchical decision structures effectively. Naïve Bayes 

followed closely, achieving 97.53% at a 70% training ratio, highlighting its ability to generalize well 

with relatively more training data. The K-Nearest Neighbors (KNN) algorithm also proved reliable, 

reaching 97.47% using 10 neighbors and 15-fold cross-validation. Logistic Regression (LR) 

demonstrated stable and consistent results across all training ratios, peaking at 96.93%, which 

supports its effectiveness in linearly separable datasets. In the second dataset, the Support Vector 

Machine (SVM) with a Radial Basis Function (RBF) kernel outperformed other models, reaching 

88.33% accuracy at 40% training, showcasing its strength in handling complex non-linear 

boundaries. Hoeffding Tree and Naïve Bayes also performed well, achieving classification rates 



 

Muna, et al., Loan Repayment Default Prediction Using Supervised Machine Learning ... 

57 

exceeding 88%. The KNN algorithm showed stable behavior across all configurations, with a peak 

performance of 88.21% using 15 neighbors. These results collectively affirm that tree-based models 

such as REP-Tree and Hoeffding Tree, along with instance-based (KNN) and probabilistic (Naïve 

Bayes) classifiers, are highly effective for predicting loan defaults. Table 17 shows the comparison 

between the current work and related works.  

Table 17: Comparison of the proposed system and related works. 

Researcher Classification Tech. Results 

Current 
LR, Hoeffding Tree, J48, REP, NB, 
KNN, SVM, SVM-RBF, RF, DT 

• REP Tree: 98% correct classification rate with 
50% training set. (first dataset). 

• Hoeffding Tree: 88.20% correct classification 
rate with 40% training set. (second dataset). 

• KNN: 98% correct classification rate with 15 
cross validations and 10 nearest neighbours. 
(first dataset). 

[6] SVM, LR, and RF 

91%  RF 

67% SVM 

67 % LR 

[7] RF and DT 
77% RF 

68 % DT 

[8] RF and DT 
90% RF 

87% DT 

[9] ANN- RBF, MLP, and  SVM. 

84.10% for RBF 

78.87% for MLP 

76.94% for SVM. 

[11] 
RF, LG, KNN, and  SVM. 

 
 

RF: 98.04%, 

LG: 79.60%,  

KNN: 78.49%, 

SVM: 68.71% 
 

[12] 
RF, KNN, GBoost, DT, SVM, LG 

 

Random Forest: 

 95.56%  ، 

K Neighbors: 93.33%  ، 

Gradient Boost: 93.33% ، 

Decision Tree: 91.11% ، 

SVM: 84.44% ، 

Logistic Regression: 80.00% 

[17] 
ANN RBF, LR, ANN-MLP, and 
SVM 

The ANN-RBF was (79.20% for non-defaulters, 
97.74% for classifying defaulters, and 75.37% for 
temporarily defaulters). 

5. CONCLUSION 

 In this work, we tackled the loan default problem by experimenting with different machine 

learning algorithms and two structured datasets of financial and credit-based attributes. Evaluated 

models are REP-Tree, Hoeffding Tree, Naïve Bayes, K-Nearest Neighbors (KNN), Logistic Regression 
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(LR), and Support Vector Machine (SVM), based on varying training test splits. REP-Tree performed 

the best in dataset 1 (highest accuracy: 97.56%), and SVM (RBF kernel) outperformed other models 

in dataset 2 (highest accuracy: 88.33%). These results highlight the effectiveness of tree-based 

models in structured decision problems, the generalization strength of probabilistic methods like 

Naïve Bayes, and the robustness of KNN under optimal configuration. Based on the findings, model 

selection should be aligned with dataset characteristics, and training ratios should be carefully 

tuned to enhance predictive accuracy. These insights can support financial institutions in 

developing reliable, data-driven systems for credit risk assessment and loan management. 
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