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Spatial estimation methods have shown their effectiveness in finding appropriate solutions 

that researchers encounter with regression models. In this research, the effect of some 

variables on hemoglobin will be studied at the level of Iraqi regions and. The maximum 

likelihood method will be used to estimate the spatial autoregressive model under the Rook 

contiguity spatial adjacency matrix. It has shown that the average hemoglobin data suffers 

from spatial dependence and that the variables (white blood cells, platelets, blood viscosity) 

have an effect on hemoglobin diseases. 
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1. Introduction 

A lot of studies and researchers have 

mentioned the importance of the effectiveness 

of the spatial variable included in the spatial 

economic measurement model [7]. The 

importance of the spatial variable lies in 

studying its effect through the use of spatial 

adjacency matrices, which achieve a study of 

the variables that can influence the study’s 

explanatory variables and thus influence the 

studied response variable. Spatial economic 

measurement models are used for economic, 

social, and even health studies. These models 

have proven their effectiveness in predicting 

future values with few errors from the reality of 

the phenomenon under study.  

The health research dealt with predicting 

future disease cases and the way to prevent 

some of the effects of variables on these 

diseases, including, but not limited to, cancer, 

COVID-19, and others. So the research looks 

for the problem of studying the hemoglobin 

disease and the extent of the effect of some 

variables on this disease in the presence of the 

effect of the variable, and from this came the 

goal of the investigation, which includes 

studying this effect of the spatial variable with 

some variables, which are white blood cells, 

platelets, and blood viscosity, on the. 

Hemoglobin disease by using a spatial 

autoregressive model using the modified Rook 

adjacency matrix  (  
   

)[8].  

https://isj.edu.iq/index.php/rjes
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2. Spatial Autoregressive Model 

This model represents a special case of the 

general spatial autoregressive model which was 

proposed by Anselin [5]. The spatial 

autoregressive model can be expressed 

mathematically through the following formula: 

                                                  
                
Formula (1) can be written as follows:  

 

  (      )                                  
So:   is a vector with dimensions (nx1) and 

represents the dependent variable; λ is the 

parameter of spatial dependence.  : a matrix 

with dimensions (nxk) for explanatory 

variables.  : a dimensional vector (kx1) of 

parameters related to the explanatory variables 

 .  : A vector of errors with dimensions 

(nx1), which has a normal distribution with 

mean zero and variance     .  : A matrix of 

spatial adjacencies; its dimensions are (nxn), 

and it is fixed and predetermined.  : vector of 

errors (residuals) with dimension (nx1)[3,4].  

The most remarkable feature of the spatial 

autoregressive model is the use of the spatial 

adjacency matrix, which is based on the spatial 

variable, and through it the effect of the spatial 

variable is studied with the rest of the 

explanatory variables on the response variable.  

There are a lot of studies in which researchers 

dealt with different types of spatial adjacency 

matrices [1,6]. The formula for the modified 

Rook matrix can be as follows: 

 

∑    
   

 

   
                                       

 

  
   

    
   

 {

   

∑   

                       

                                 

                  

 

3. The MLE to estimate the parameters of 

SAR:  

 It is one of the important estimation methods 

because it gives the best estimate of the model 

parameters among several methods. In order to 

estimate the model parameters, we rewrite the 

model in formula (1) as follows [2,8]: 

                                     

The formula of the potential function for the 

spatial autoregressive model is as follows: 

 

 (      )         
     
  

   |     |    (     ⁄     )               

So: 

                    

               

                                   
To estimate the model parameters, we derive 

the potential function as in the following 

formula: 

 
             

  
  (

 

   )              

      ̂                                                             
 

By making formula (8) equal to zero and 

simplifying it, we obtain: 

 

  ̂                               

 

 ̂ 
    

          ̂               ̂    

 
     

                                                          (10) 

It is noted in the formulas referred to (9) and 

(10) that it is not possible to find both model 

parameters (  ̂   و  ̂ 
   ) if the spatial 

dependence parameter λ is unknown. This is 

why Ord proposed in 1975 AD, a formula was 

developed to calculate the determinant 

|    | as follows[7]: 

   |    |  ∑      

 

   

                

So:    Eigen values for the spatial weights 

matrix  . 
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By substituting the value of each of the 

following formulas (9), (10), (11) into the 

maximum likelihood function formula (7), we 

obtain the concentrated likelihood function, 

which is a non-linear function, and through the 

use of iterative methods for the concentrated 

likelihood function in the formula (12) The 

spatial dependence parameter   for the spatial 

autoregressive (SAR) model will be 

obtained[3]: 
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Whereas  

          ̂        

         ̂   

   ̂                 
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4. The tests of Spatial dependence:  

Two types of tests are adopted to confirm the 

effect of the dependence of the spatial variable 

on the variables of the studied phenomenon, 

they are[1,:  

4.1.  Moran Coefficient Test: 

The test is a statistical tool to measure spatial 

dependence in the data of the phenomenon to 

be studied, and we can symbolize it with the 

symbol (   ), and it corresponds and is similar 

to the Durbin Watson test in time series data, 

(Akkar, year) and the value of the test ranges 

between (1+,1), and the test formula is as 

follows[2,7]: 
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The asymptotic distribution for Moran's 

statistic test has been reached, as it conforms to 

the standard normal distribution and its formula 

is as follows: 
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So:   : the sum of the elements of the central 

diameter.   represents the number of 

explanatory variables.  : represents a solid 

matrix, which is square and symmetric. 

 

It can be said that if the calculated value of 

(    
) is greater than the tabulated value of 

(   ) at a certain level of significance, we 

accept the alternative hypothesis, and this 

means that there is a spatial dependence 

between the components of the studied 

phenomenon. However, if it is the opposite, 

this leads to accepting the null hypothesis, 

meaning that there is no spatial dependence 

between the components of the studied 

phenomenon. 

 

4.2. Lakrange multiplied test  

It is a test to reveal the presence of spatial 

dependence and the suitability of the model to 

the data for the phenomenon studied, and the 

formula for the Lakrange multiplied test for the 

parameter (λ) is as follows[8]: 

    
 (
     

  )
 

    [          ]
                     

 

S^2: Error variance of the general linear 

regression model. To compare (   ) with a 

tabular value of       
 .   

 

5. The practical aspect  

The main motivation for studying the average 

hemoglobin volume in people and its effect on 
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the percentage of blood volume in the human 

body in light of the effect of spatial adjacencies 

is to know the extent of the average 

hemoglobin volume in all regions, especially 

adjacent regions, and the extent of the effect of 

adjacencies. The data was obtained from the 

Ministry of Health and is represented by the 

following variables: 

 : represents the average volume of 

hemoglobin in the blood.   : represents the 

average white blood cell count.   : represents 

blood viscosity.   : average platelet count. 

 
Table 1: Shows the results of the two tests to detect the presence of spatial dependence and the suitability of the data 

to the SAR model. 

Moran I                   
     P-Value 

10.62071 -0.09128 0.00315 4.74515 0.5342e+06 0.0002 

 

From table (1), we can observe the following:  

1- The results of the Moran test I are at a 

significance level (0.05) under the null 

and alternative hypotheses and when 

using the modified spatial weight matrix 

under the Rook contiguity criterion 

(  
   

), which is shown in the table as 

significant, and this indicates that the data 

suffers from a spatial dependence. 

2- As for the Lakrange multiplied test (   ) 

and when using the modified spatial  

 

 adjacency matrix (  
   

), the results shown 

in Table (1) have significant differences after 

comparing with the value of  χ 2 (1)  which is 

equal to 3.841 at a significance level of 

(0.05) under the two null hypotheses. The 

alternative is:                            . 

This indicates the suitability of the 

parametric spatial regression (SAR) model to 

the data under the Rook criterion adjacency 

to the modified spatial adjacency matrix. 
 

Table 2: shows the real and estimated values of the dependent variable   (average volume of hemoglobin in the 

blood) for the (SAR) model under the modified Rook adjacency criterion 

 

 ̂   Seq.  ̂   Seq.  ̂   Seq. 

13340882 22.7 96 14357939 28.9 87 2931739 15.6 2 

11372897 14.2 54 82395840 27.1 89 2430965 18 1 

14325131 24.6 52 23348742 14.5 85 8430166 33.4 8 

12345769 27 51 82390501 32.5 83 2434443 18.1 0 

18389289 26.4 58 20361503 14.8 86 1239415 28.5 7 

14306215 18.7 50 13352061 29.1 04 26331971 22.6 9 

28369520 10.8 57 18361519 32.9 02 84338820 29 5 

84329415 26 59 25353830 16.9 01 15360571 37 3 

25303116 19.2 55 26339205 15.3 08 2636791 10.9 6 

15342577 37.3 53 14334071 17.1 00 19399703 28.4 24 

23378562 15.9 56 12316719 19.7 07 14324968 16.4 22 

13356056 25 34 23365339 20.7 09 17368856 28 21 

88301390 28.5 32 2338420 25.3 05 84397419 28.6 28 

11354713 27.9 31 14316408 16.8 03 29302050 18.9 20 

18394222 20.3 38 12342945 27.6 06 14392845 15.5 27 

82364792 30.8 30 1434911 17.3 74 13302437 32.2 29 

17399040 23.9 37 29353231 16.8 72 293396 18.7 25 

26354993 25.2 39 14382501 17.1 71 26346323 16.3 23 

26348417 18.1 35 13356039 24.7 78 11388516 17.1 26 

8234196 30.3 33 14357953 28.3 70 18396072 28.2 14 

13354268 31.1 36 16365306 31.1 77 15352393 17.1 12 

22345837 10 64 1432095 17.3 79 21332611 9 11 
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26396571 26.9 62 27348002 11.3 75 11341438 14.9 18 

11354892 27.1 61 1233523 24.4 73 22394555 10.9 10 

26320640 29.7 68 17381721 17.8 76 12365011 18.2 17 

88382496 33.5 60 82328530 34.5 94 84372892 30.3 19 

16375055 31.6 67 13303679 29.2 92 1431672 27 15 

82340406 27.5 69 17386100 23.6 91 29307191 17.5 13 

19392890 28.8 65 13334226 29.9 98 14313976 16.1 16 

12331238 21.5 63 25343336 18.6 90 14358345 14.6 84 

10388622 21.3 66 16307207 27.9 97 25387851 15.1 82 

87343246 31.9 244 18393666 28 99 11378267 28.6 81 

  242 2932670 22 95 23326957 15.3 88 

  241 2939317 19 93 26384109 16.5 80 

 

 

Figure 1: Shows the graph for the real and estimated values of the dependent variable. 

6. Conclusions 

1. Based on the results of the Moran 

coefficient test, it was concluded that the 

average hemoglobin data in the blood 

suffers from spatial dependence.  

2. Through the Lakrange multiplied test, the 

suitability of the parametric spatial 

regression (SAR) model was revealed in 

light of the juxtaposition of the Rook 

criterion. 

3. The variables (white blood cells, platelets, 

and blood viscosity) have an effect on 

haemoglobin disease.  

4. Recommendations 

1. We recommend comparing the spatial 

adjacency matrix with the distance matrix, 

which depends on the coordinates of 

people’s locations and not the center of 

spatial units. 

2.  For future studied For future studies, a 

comparison will be made between the spatial 

adjacency matrix and the matrix that 

combines the adjacency length of the spatial 

units and the distance factor between 

observations, which is called Combined 

Distance-Boundary Weights. 
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