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         Statistical methods play an important role in image processing. The most important of 

these methods are the simple linear regression function and the binary logistic regression 

function, which are used to study the relationship between the dependent variable and the 

independent variable. They are also used in the process of predicting the value of the 

dependent variable at a specific value for the independent variable. In this research, the 

simple linear regression function and the binary logistic regression function were employed 

in image processing as a statistical technique whose purpose is not to study the relationship 

between the dependent variable and the independent variable or in the prediction process, 

but rather a tool that works to segment images using the threshold technique, considering 

the sum of the simple linear regression vector and the binary logistic linear regression 

vector, which were estimated from the image data as the threshold limit for segmenting 

images. The two techniques were good in the segmentation process in terms of giving the 

best segmented images containing important areas that have features that are useful for the 

study, while removing the useless or unimportant areas. The two techniques were compared 

using the Jaccard scale, which is used to determine which technique was better in the 

segmentation process. It was found that the simple linear regression technique gave a 

clearer segmented image of the features, and thus it is better than the segmented image 

using the binary logistic linear regression technique. 
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1. Introduction 

Regression analysis is a model-building tool used to describe 

and understand the relationship between variables that can be 

used extensively in the prediction process.[4] In some 

studies, the analytical relationship may be between a 

quantitatively dependent variable, which depends on a single 

illustrative variable, called simple linear regression, or 

depends on a set of illustrative variables and is called 

multiple linear regression. But if the dependent variable is 

descriptive, that is, segmentation d into two or more 

categories and depends on explanatory variables that can be 

quantitative or descriptive, it is called binary logistic 

regression. Regression analysis can be used in other areas 

based on statistical theories such as image processing, which 

uses most statistical methods in the processes of Segmented, 

optimization, classification and others in the processing of 

digital images, so the regression analysis function can be 

used in the process of image Segmented using the threshold 

techni  Which depends on most statistical tools such as the 

arithmetic mean and variance, giving satisfactory results to 

segmentation  the image and find the areas that represent the 

objects or find the important areas of objects in the image by 

classifying each pixel according to the value of the colour 

image to group in areas representing these objects. Simple 

linear regression and binary logistic regression function from 

digital image data where local threshold, which is one of the 

threshold slicing methods based on the value of the 

estimated ̂, was used in the image Segmented process [10], 

the local threshold is used effectively when the gradient 

effect is small relative to the size of the selected sub-image 

[5]. 

The research aims to employ the simple linear 

regression function and the binary logistic 
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regression function to segment selected images 

and compare the two methods.  

In 2023, researcher Eesa [1] presented the use 

of the binary logistic regression function in the 

image segmentation process. As for researchers 

Eesa and Hamza [2] in (2024), they employed 

the simple linear regression function in the 

image segmentation process. 

1.1 General linear regression model   

        The general linear regression model represents 

the relationship between the response variable which  

is connected to a variable or set of illustrative 

variables as follows [9]:  

                         ( ) 

      ∑     

 

   

                     ( ) 

                             ( ) 
 

Where  

    :is variable response. 

    Model parameters that are estimated, j=1,...,k. 

      Explanatory variables i=1,…,n, j=1,…,k. 

    The random error   has a normal distribution 
with a mean of zero, and its variance is    
  ~N(    )  . It is also assumed that the errors are 
statistically independent, meaning that 
   (     )      . 

The linear regression model shown in equation (1) 

assumes several assumptions: 

1. The matrix of explanatory variables X is 

defined, and given Fixed, and its size is 

without errors. 

2. It is assumed that there is no perfect or almost 

perfect linear relationship between the 

illustrative variables, i.e.     ( )  (    )   . 

3. There is no relationship between independent 

observations (   ) and random error   i.e. the 

columns of the matrix x are linearly 

independent of the random error vector. 

4. The random error   has a normal distribution 

with a mean of zero, and its variance     

(  ~N(    ), and the errors are assumed to be 

statistically independent, i.e. cov(  ,   ) = 0. 

5. The linear regression model is called a simple 

linear model if the response variable is related 

to one illustrative variable and is linear in its 

parameters and is in the form . 

                  ( )  
 

The features of the linear regression model are 

estimated by a set of methods and in this research 

the features were estimated by the usual least 

squares method as follows: 

 

    (    ) (    ) 
 

We derive the above equation for β and produce 

the following: 

    

   
    (    ̂)    

 

    ̂                                                ( ) 
 

Multiply an equation (4)(   )
  

 Vintage 

 ̂   (   )
  
    

 

Therefore, the estimated regression function 

will be as follows   

 ̂    ̂                                                  ( ) 
 

The following algorithm illustrates the image 

segmentation process based on the regression 

function: 
1- Enter the image and convert it to grayscale 

image. 

2- Through the histogram, the dependent 

variable and the independent variable are 

calculated from the grayscale image images. 

3- Estimating the parameters of the model 

through the following formula : 

    ̂   (   )
  
    

4- Find the estimated regression function     ̂    ̂   

5- Use  ̂ as a local threshold for cropping the 

image 

6-  If   (   )   ̂ then  (   )=1 but if (   )   ̂  

then  (   )    

7- Extract the segmented image. 

1.2. The binary logistic regression model  
  The binary logistic regression function[7] is 

represented by the following formula: 
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            (  )               ( ) 
 

     (                   ) 

   
   

     
                ( ) 

The probability       , while the ratio 
  

    
 is 

a positive value confined between (   ) and 

when entering the natural logarithm, the estimated 

is       
  

    
   Therefore, the model can be 

written as follows: 

  
  

    
                      ( ) 

                              (  )                                

The   of the response variable and    represent 

the parameters of the model that are estimated. 

    The explanatory variables are  =1,…,, 

 =1,…,  . 
Simple linear regression function used        

                                (  ) 
The features of the binary logistic regression 

model are estimated in the way of maximum 

likelihood, and this method chooses the values 

of estimating the features to be the most likely 

viewing results to be selected, and estimating 

the features requires the use of the iterative 

algorithm, and one of the most important 

features of estimating the method of the 

greatest possibility is that its distribution 

follows the asymptotic distribution in the case 

of the sample size is large. The difference 

between the bone possibility method and the 

method of estimation by the usual least squares 

method is that the square of the difference 

between the observation values and the 

prediction values of the dependent variable is 

less [6]. 

Through the Odds Ratio (OR) 
  

    
 for the 

success case (  =1), the ratio is estimated by 

the following formula: 

      ̂  
 ̂ 

   ̂ 
                     (  ) 

The individual number i must be classified to 

failure ,  =1 if     . 

 

 The individual number i must be classified to 

success,      if    . 

The binary logistic regression function was 

used in the process of image Segmented[12,11] 

as a tool that works to segmentation  the image 

into parts or objects that make it up, and it is 

based on the properties of discontinuity and 

similarity, and most of the similarity algorithms 

are based on thresholding[12,4]in addition to 

the algorithms for expanding (magnification) 

areas, splitting and merging areas. Slicing 

algorithms based on reproach are based on the 

basic assumption that objects and backgrounds 

in the image have distributions that are 

grayscale image-level. The selection of the 

threshold is one of the methods to separate 

objects from the background by identifying the 

areas that have grayscale image levels below 

the threshold in the background and identifying 

the areas that have grayscale image levels 

higher than the threshold value in objects, or 

vice versa for the size of the selected sub image 

[5].  

The following algorithm illustrates the image 

segmentation process based on the binary 

logistic regression function: 

     

1- Enter the image and convert it to grayscale 

image. 

2- Through the histogram, the dependent 

variable and the independent variable are 

calculated from the grayscale image images. 

3- Estimating the parameters of the model in a 

way that can be boned. 

4- Finding the Estimated Binary Logistic 

Regression Function        ̂  
   ̂

     ̂
 

 -  se     as a local threshold to crop the image. 

6-  If   (   )   ̂ then  (   )    but if If 

  (   )   ̂ then  (   )    

7- Extract the segmented image . 

 

 

 

    Input 

image 

transformation the image to 

gray image 

Select the size of the image 

 

Calculate the estimated 

regression parameters  

 

Image segmentation using the simple 

linear regression and logistic 

regression function 

Display the 

segmentation 

image 
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Figure (1) Flow chart of the process of segmentation the image  

 

 

2. Methodology 

       To find out the performance of the 

threshold methods mentioned in the theoretical 

aspect, which works to segmentation the 

approved image into only two areas front and 

back, these methods were applied in the 

ATLAB2017a program, where the image was 

segmentation using the simple linear regression 

function and the binary logistic regression 

function and comparing the two methods with 

each other, and the techniques were applied to 

a set of images mentioned above:   

 
Image2 

 
Image1 

Figure (2) shows the original images 

In Figure (3), the two original images in Figure 

(2) were converted to grayscale image images 

as shown below: 

 

 
Figure (3) shows two grayscale image images on the left 

side and on the right side the frequency distribution of 

the two images. 
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 Figure(4)shows the two images segmentation  by the 

simple linear regression function and the binary logistic 

regression function 

      Figure (3) shows the segmentation images 

by the threshold process using the simple linear 

regression function and the binary logistic 

regression function after the segmentation 

process, we note that the resulting images are 

black and white binary images, where the two 

methods were good in giving segmentation 

images containing the most important features 

and properties while removing unimportant 

features. To find out which methods gave 

better results, the MSE scale and the Jaccard 

scale were used, and the values are shown in 

Table (1). 
 

Table (1) shows the values of the estimators of the two 

images 

Method Images  Estimate Jaccard MSE 

 

Regression 

linear  

method 

Image1    0.5375  

0.6987 

 

0.2618 

 
   0.0001- 

Image2    124.7001  

 

0.2079 

 

0.5006 
   0.0041 

binary 

logistic 

regression 

method 

Image1    6.186   -  

0.7382 

 

 

0.3013    1.0289 

Image2    5.805   -  

0.4811 

 

 

0.7642 
   1.1537- 

        The table above shows the values of the 

estimators and the test measures extracted from 

the segmented images. 

3. Results and discussion 

       It is known that images contain pixels, 

which will be the sample items. Since the 

image has a size of    , the more pixels in 

the image, the higher the resolution of the 

image and the clearer and more features, so a 

high-resolution image will be produced. In the 

practical aspect, the original image was 

converted to a grayscale image, and the number 

of pixels was determined between 0 and 255. 

We note that both methods gave good results in 

segmenting the image, but the simple linear 

regression technique was better than the binary 

logistic regression technique, as proven by 

Table (1), where the Jaccard and MSE 

measures were lower. 

4. Conclusion                                                                                                                                                 

          In this research, the estimated regression 

function and the binary logistic regression 

function were used to segment the image based on 

the threshold, where the two functions were 

considered a local threshold. The two techniques 

proved their efficiency in providing a segmented 

image containing the most important features 

while removing unimportant features and 

extracting all image features. When using 

comparison metrics, it was found that the image 

segmentation technique based on the regression 

function estimated to compare two images was the 

best because it was able to give the most 

important features. 
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