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Big Data analyses attract many researchers to create or develop new efficient statistical 

techniques to analyse big sets of data and deal with the problems that Big Data bring 

like noise accumulation and multicollinearity. This work presents an innovative 

approach to estimate the generic linear regression model of Big Data using several test 

processes. Researchers are faced with a great problem when it comes to big data 

analysis, which is why they should be developing new techniques for estimating the 

general linear regression model. Information has been collected from the Central 

Statistics Organization IRAQ which is represented by the Social Deprivation Index 

SDI. Where the concept of the SDI indicator was cleared, and all its contents were, and 

we showed how the SDI indicator was calculated. Two methods have been chosen to 

estimate the general linear regression model: our proposed method, which represents 

an adapted estimation method of the OCMT estimation method by using a ratio of 

quadratic forms as a multiple test procedure to select the variables in the general linear 

regression model, and the traditional method, Ridge regression RR, which is present to 

deal with big sets of data. One measure that has been used to compare the approaches 

is the mean square error, or MSE. Here we compare one classical method RR which 

depends on adding some positive quantities to avoid singularity of X’X matrix and a 

proposed method that depends on selecting variables. Last, we conclude that our 

proposed estimator, which depends on the multiple test procedure, is the best and has 

the best performance. 
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1. Introduction  

Analyzing Big Data sets becomes a very 

substantial issue and a leading topic for many 

studies and searches, it gives a great challenge 

for researchers and data analyzers to find or 

develop new and efficient analyzing methods 

to solve the problems that appear in data when 

data dimensions get larger, researchers offered 

definitions for Big Data such like Bühlmann 

[1] 

Boyd and Crawford [2] elucidated it as “A 

cultural, technological, and scholarly 

phenomenon that rests on the interplay of 

Technology, Analysis and Mythology.” 

Chang [3] and Chudik [4] define it as “The data 

sets and analytical techniques in applications 

that are so large and complex that they require 

advanced and unique data storage, 

management, analysis, and visualization 

technologies”  

Researchers used algorithm schemes to define 

their methods and approaches for analyzing 

data that should be understandable. Big data is 

therefore commonly used in scientific domains 

https://isj.edu.iq/index.php/rjes
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including marketing, healthcare, demography, 

and several other areas.  

Numerous scholars have focused their attention 

and primary concern on big data concerns. It 

pushed them to introduce fresh statistical 

approaches and methods because of how 

quickly life and technology are developing 

across all domains. [5]. As a result, many 

researchers have investigated Big Data, and the 

selected authors are listed below. 

Hoerl and Kennard [6] investigated the 

performance of Ridge regression by using 

different Ridge parameters. By choosing the 

biasing parameter in Ridge regression, they 

first thoroughly compared the maximum 

likelihood estimator and the estimation for 

Ridge regression. They also concluded that the 

chance that Ridge regression produces fewer 

square errors than MLE is more than 0.5 and 

that the mean square error of the regression 

coefficients in Ridge is lower than in MLE. 

To choose effective variables with high 

dimension criteria for multiple testing of the 

explanatory variables, Benjamini and Hochberg 

[7] proposed a novel method for regulating the 

false discovery rate (FDR) They offered a 

different method to deal with multiple testing 

problems, a simulation was made to compare 

the new method with the Bonferroni-Type 

procedure for controlling false discovery. They 

proved their preference for the new method, as 

they supported their study with many 

numerical examples. 

Pesaran and Smith [8] presented the least angle 

regression LARS as a selection procedure 

when there are many variables in the linear 

regression model. They derive the theoretical 

properties of their new procedure, LARS 

procedure uses the LASSO estimator with 

some improvement to select the effective 

covariates from a large number of covariates, 

simulation results showed the efficiency of the 

new LARS selection procedure. 

Barrientos and Peña [9] introduce new data-

subletting algorithms to approximate and scale 

the implementation of the Bayesian bootstrap 

in massive Big Data Sets of data and compare 

the new algorithm with two existing 

algorithms. Moreover, they derive the new 

algorithm's theoretical and computational 

properties and find out that the new algorithm 

provides a good strategy for the loss function 

of some class Bayesian bootstraps.  

Velten and Huber [10] suggested a Bayesian 

tool procedure to provide a variable selection 

procedure for a linear regression model under 

high dimensions conditions. This procedure 

adapted to the regular penalized regression 

method by using variational Bayes. Simulation 

results with an extreme number of variables 

supported the recommendation of their new 

variable selection method. 

2. Ridge Regression  

To estimate a general regression model, one 

needs a robust estimation technique that can 

handle any kind of data issue. Traditional 

techniques like maximum likelihood and least 

squares require certain assumptions such as 

 (  )     and  (  
 )     that are hard to 

attend to in actual data. 

Ridge regression is one of the early methods 

recommended to analyse large sets of data, it is 

a kind of penalized regression which is simply 

a linear approach to deal with large sets of data 

[11].  

 

 ̂    (   )                                           (1) 

 

The OLS estimators are efficient if the 

correlation formula of     matrix is nearly a 

unit matrix, but if it is not nearly a unit matrix, 

then the estimators of OLS are not efficient 

because they are sensitive to the errors [12]. 

Furthermore, there is an extra requirement 

known as the penalty function that applies to 

the penalized regression minimizing errors. 

 

 ̂             
 

 
(      ‖ ‖ )          ( )            

Where I am (   ) identity matrix and 

‖ ‖  ∑   
  

    . We will apply shrinkage 

over β, which minimizes the sum of square 

errors, by solving the optimization in (2). For 

high dimensions and Big Data analysis, ridge 

regression is a good option because it possesses 
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a number of excellent features. In terms of 

matrices, the optimization in (2) will look like 

this. 

 

    ̂      (      )                           (3) 

 

The estimate in (3) has been called as "Ridge 

Regression." Selecting the complexity 

parameter    is known as the ridge parameter, it 

has been developed in many methods. Some of 

them recommend choosing value       

On the other hand, the others suggest using 

  which lowers the model's parameter mean 

square error.  

Thus, if we use the conventional form of 

expression and assume that D is an orthogonal 

matrix, , which implies          where 

      (         ) involve of the eigen 

values of    ; so the equivalent regression 

model will be 

 

                                                        (4) 

 

 

where               , here  ̂          

symbolize the OLS estimators for the 

equivalent model [13].  

Choosing the ridge parameter   attracts many 

researchers to propose formulas that depend on 

using L-norms or involve    in quadratic forms; 

the target is to minimize the errors.  

In 2014, Dorugade proposed the following new 

ridge parameter to be used when dealing with 

huge data sets: 

 

 ̂  
  ̂ 

    
∑

 

 ̂ 
 

 
                                             (5) 

 

Where   ̂    [   (   )    ] (   )⁄ , 

and      the maximum value from 

Eigenvalues for the matrix     .  

 

3. Proposed Estimator 

An important method for handling high 

dimensional data and Big Data sets is the 

multiple test process, which uses a test of the 

ratio of quadratic forms in normal variables as 

a selection test for the statistically relevant 

covariate. When [14] originally submitted the 

test, they added a score test based on the ratio 

of quadratic forms, and this test is not 

degenerate in large dimension situations. 

Therefore, using it with Big Data sets is 

appropriate [15]). To choose the covariates that 

have an impact on the dependent variable 

throughout the multiple testing process, we first 

define the ratio of the quadratic form test. 

Supposing there is a linear regression model  , 

and we wish to test the hypothesis   , Geoman 

begins with the following quadratic form test in 

order to obtain a test statistic under high-

dimension conditions [16]. 

 

      (    )    (    )                 (6) 

 

Z is the standardized matrix of X, and because 

of the huge sample size, the division by n helps 

to prevent degeneracy (James & Stein, 1992) 

Beyond the power of testing for the test 

statistic in (6) is the quadratic form that follows 

the Chi-square distribution  with r degree of 

freedom. The following divisions apply to the 

nuisance parameter test. 

 

  
(    )    (    )

                                      (7) 

 

Geoman recommended adopting a pivot 

approximation for the test statistic in (7) to be 

appropriate in the linear model scenario, given 

the null hypothesis and the high sample size as 

𝒏→∞  

 

  
 

 ( )
 

(    )    (    )

      (    )
                       (8) 

 

Since   and the test statistic in (8) depend on 

attaining   here may be issues with singularity 

for the matrix   since big data sets are being 

studied. As a result, the test statistic's 

denominator in (8) can be stated as follows. 

 

       (    )   (    )  (    )     ( )  
                                                                 

By substituting (8) in (9), we can get [17]. 

  

  
(    )    (    )

(    )  (    )
                                   (10) 

 

The test statistic in (10) is appropriate for the 

Big Data condition since we avoid obtaining   
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where D is the diagonal matrix of   . Lastly, 

the test statistic will be as follows after 

replacing the model parameters with the 

estimated values [18]. 

 

  
(    ̂)

 
   (    ̂)

(    ̂)
 
 (    ̂)

                                  (11) 

 

As a ratio between two quadratic forms with a 

specified degree of freedom and a significant 

level, the test statistic in (11) has a F 

distribution, and we reject.  if the equation on 

(11) will be employed in the multiple test 

procedure for choosing covariates that can 

affect over Y.  

If we get a general linear model of the 

following form [19]. 

  

                                                      (12) 

 

[8] originated an estimate for the parameter   by 

means of asymptotic properties like the 

following: 

 

 ̂    (      )
  

                              (13) 

 

Where           and    ∑   
 
       and  

we can test the marginal and net impact of each 

covariate as the new parameter consider them 

on the model (12) as the first stage in our 

multiple testing procedure for testing  the 

hypothesis                              as 

follows [20]. 

 

    
(     ̂ )

 
    

 (     ̂ )

(     ̂ )
 
 (     ̂ )

                          (14) 

 

Assuming  that at the conclusion of the first 

step   is  the matrix containing all of the 

statistically significant covariates, and   is the 

matrix containing the remaining   that had no 

significance and had  not been selected in the 

first stage [21] 

As we have no covariates that are statistically 

significant to be added. Our suggested 

estimate, the ordinary least square estimator, 

will be applied to the matrix    , which at the 

end of the last stage contains all the important 

covariates [22]. 

 

 ̂   {  ̂
      (   )

               
                         (15) 

 

 

Many statistical comparison techniques exist, 

each of which is predicated on a different 

premise or theoretical framework [23] . The 

mean square errors, or MSE, are the choices we 

have made. 

 

    ∑ (    ̂ )
  

      ⁄                    (16) 

 

4. Results and Discussion   

Prior to the discussion of data details, a brief 

explanation of the Social Deprivation Index 

SDI was introduced and calculated for a group 

of families in the following table. 

 

 

 

 

 

 

 

Table 1 Social Deprivation Index Domains 

Domain Variable 

Income Percent population having the fair income (more 

than 200$ PM) 

Education Percent population 25 years or more with less 

than 12 years of education 

Employment Percent non-employed 

Housing 1 Percent population living in renter-occupied and 

crowded housing units 

Housing 2 Percent population living in crowded housing 

units 

Household Characteristics Percent single-parent households with dependents 

< 18 years 

Transportation Percent population with no car 
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Here we have seven domains if we 

denote them by            then the 

Social Deprivation Index SDI will be as 

follows [19].  

 

    ∑   
 
                                       

(17)                            

 

If SDI is more than 2 then the household 

suffers from deprivation. As a result, we have  

 

obtained numerous survey data sets from the 

Central Statistical Organization (IRAQ) to 

represent 10,000 family groups from different 

regions of the nation. We then compute the 

SDI vector (10000×1), which consists of 300 

variables of different kinds, including 

quantitative, ordinal, nominal, and so on. 

 

 

Figure (1) MSE (RR, PR)

Table (2) MSE for the Estimation 

Methods (RR, PR) 

P RR PR 

20 59.82293 57.15657 

40 59.18722 53.19552 

60 58.77722 51.35891 

80 55.07427 49.33837 

100 54.73758 49.29392 

120 54.10372 48.52413 

140 52.76929 47.60551 

160 50.30942 44.72516 

180 49.86881 44.57246 

200 49.57797 41.99591 

220 48.69005 41.07331 

240 46.48855 40.40143 

260 45.66452 40.03867 

280 45.08354 39.56356 

300 43.50412 36.71205 

 

We use real data to clarify all tables based on 

the number of variables p, adding 20 actual 

variables at a time to calculate the MSE for all 

estimators. The PR estimator performs well 
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according to Table (1), but the RR estimator 

performs poorly. PR is the most accurate 

estimator for estimating the coefficients of the 

linear regression model, according to the 

findings of the real data analysis. 

5. Conclusions  

The suggested estimator, PR estimators 

perform best when real data is used and there 

are comparatively few variables. The suggested 

estimator PR approaches that rely on the 

multiple testing process to determine which 

variable is statistically significant are the best 

when considering Big Data features. 

We suggest using our suggested estimator for 

estimating a linear regression model's 

coefficient in big data scenarios. The suggested 

estimator PR performs significantly well when 

real data is used, and it obtains the lowest 

Mean Square Errors (MSE) values for both 

small and large p values. 
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