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Abstract
In this work, we identified two operators of type H(f,x) and H(f,x), where

+
H(f,x) is below the function £ and H(f, ) Is the above the function £. In this

i
paper, the aim of it is to study and for a few unbounded functions, find the
level of the most accurate approximation in the multiplier space L, (x) and
we obtained results.

Keywords: Multiplier Modulus of Smoothness, Multiplier Averaged, Degree
of Best Multiplier Approximation of a Function,

1 Introduction

Approximation theory is a deep theoretical study of methods that use
numerical approximation for the problems of mathematical analysis[1]. The
concept of approximation was one of the most basic concepts that contribute
effectively in the development of mathematical in frastructure in the past
century [2].Many researchers and mathematicians are still researching the
problems of approximation theory and its applications, such as:

In (2014) [3] introduced the best one-sided approximation of unbounded
functions in 1< P < o by positive linear operator and entire functions. In
(2012) [4] studied the magnitude of the constants in the equivalence between
the first and second order Ditzian-Totik moduli of smoothness and related -
functional, continuous functions in topological spaces can also be used in the
theory of function approximation in the future [8, 9, 10, 11]. In [12]
investigated the Levitan and Bebutov approaches to the metrical
approximations by trigonometric polynomials and p-periodic type functions.
In [13] introduce two notions of closure in the category of proximity spaces
which satisfy (weak) hereditariness, productivity, and idempotency.
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2 Definitions and Concepts
Definition 2.1 [5]

The k-th difference of every function f of order k with step h at point x is

defined by A f(x) = T¥ _, (—1)™* (::l)f(x +mh), Where:
(::J = ml::_m} is called the binomial coefficient.

Definition 2.2 [6], [7]

(1) For f eLy(Xx),X= [a b], we define the local modulus of smoothness of
the function F of order k at point x € [a,b],0 <6 < b;“ by:

wy(f,x,8) = sup{|Akf(t)|:t,t + kh € [a,b]
o fe -0 5] )
(2) The degree of best one-sided approximation is defined by:
E,(f) = inf{llB, — q,l:B,.q, € P,}
Where P.(x) = f(x) < q,(x).
(2)

P, is the set of all algebraic or trigonometric polynomials of degree of =.
Definition 2.3

For L, (X) ,where X = {f:f is unbounded function on [0,e), if there is a
sequence {a, o=, Of real numbers such that fD“ f(x) a, dx < oo} ,with under the
norm:

1AL, = (JelFan P dx)?,p = 1.

(3)
Definition 2.4

The degree of best multiplier approximation of F and the degree of best one-
sided multiplier approximation of f with respect to the algebraic or
trigonometric polynomials on X are given respectively by:

Ey pa, =i fllf —Pllya : P EP,)
(4)

()

Ern [f]p,ﬂn = in f{”qn - Pn"p,n:n: P.-—z’ Gn € IFD:—:]'
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Where:

P (x) < f(x) = q,(x)
(6)
Definition 2.5

For feLg, (X),X=[0,00), the multiplier integral modulus of 7 of order
k&€ [n,b'“] is defined by:

k
0 (f 6)pa = SUD, ([27" |8k f (0| ax)

1/p

(7)
Definition 2.6

The multiplier local of smoothness of f of order k at point
x € [a,b],6 € [n,b%‘] is defined by:
0 (f,%,8) o, = sup{IAEF (O,

(8)
Note that:

tt+kh € {[x = x + %] n[a b1}, Additionally:
MEF() = Theo () C0*f (x - L+ in)
(9)

Furthermore, = ¥%% e x is the difference of a function £ of order k with step

h at a point x. ]
Definition 2.7

The multiplier averaged modulus of smoothness of f of order k is defined by:
ES

B
Tk(flgjp,n:n = ”mk(f:'rﬁjllpﬂn = (J |Cﬂk(fﬂn;x,5jlde) LK ENPE [LCC':]

(10)
Definition 2.8

For f €Lp, (X),X% =[0,00),n €N, we define:
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H(f,x) = f (x) —%jf[? [2f(x+ s+ 1) — fx +2(s + )] a,dsdt
(11)
H(f.x) = f (x) + 207 [2fx 45+ — fx +2(s + 1)]a,dsdt (12)

+
Where x = 0,k = 0. From the above inequalities, it is clear that:
H(f,x) < f(x) < H(f, x)

+
(13)
3. Auxiliary Lemmas
Lemma 3.1

Assume that feL,, (X),x=[0,), then W (fr8) e, = T2 6)pa,
(14)

Proof:

The proof of this lemma will be carried out via definition 2.2 (part 1) and

definition 2.7 respectively.
1

b_KEh 5 T
@ (f.6)pa, = sup ( f |AE fa, ()] dx)

D=h=d
v
dx

h—kh
= sup J-
Oekad a

b=
- p( | |mk(fan,x,ﬁj|wx)
Ok

G4+
2

=7 (f, 5)1},&,1-
The proof is completed.

e

+ kh
wk(frxn,x +x ,:ﬁ“)
a

L1l

Lemma 3.2
Let fELp, (X),X = [0,00), then

IHFD) = () lp gy, < e, (fi)
(15)

Boon
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Proof:
From definition 2.8, we have:
ke

Hy (f,x) = f(x) +hiﬂu_ [2 fx+ 5+ 8)— f(x + 2(5 + t))]a,dsdt

Hy (fix) = fx) = hiﬂ_ [2f(x+s+¢8) — fx+ 2(s + 1) )]a,dsdt

Taking norm to both sides, yields the below inequality:

4 (7
h—ﬂ 2f(x+s+t)— f(x+ 2(s+t))]dsdt

H (f. %) —f(-]H <
+ Do,

Py

h
4 z
_ﬂjf ﬁ;+rf(x:] dsdt
h* 11,

FPooy
=Ca, (. hrzgjp,zn-
The desired inequality is satisfied.
Lemma 3.3

Let f €Lp, (X)X =[0,m), then
() — {{(fﬁ]llp,mn <= Cap(f., hfsz,rxn

(16)
Where ¢ is a constant.
Proof:
The proof will be carried out via definition 2.8 as shown below:
L
H,(f.x) = f(x) — hiﬂ [2 flx+s+8)— f(x +2(s + )], dsdt
o
Then we get the below integral equation:
fag
fx) = H,(fx) = hiﬂ [2f(x+s+t) — f(x + 2(s + t))]a, dsdt
o
Taking the norm for both sides of the above integral equation would then
yield:

4 hi2 i
lF¢) - Hﬂtf,lelpﬂn < Hh—f J; AT f(x+ s+ 1) — flx+ 2(s + £)]dsdt

Poop
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k
4 Mz
_HJ.J’ AZs f(x)dsdt
h* o

< Cay(frh/2)pq,
The desired inequality is fulfilled.

Fooy

4 Main Results
Several results will be proved and analyzed in this section.

Theorem 4.1
Let f €Ly, (X)X =[0,c0), then

En [f]P,:zn % leﬂ (f:;)

= Pomn
17)
€, IS a constant.
Proof:
By taking the norm for both sides of the integral of the difference

H(f,x) — H (f,x) and by utilizing Lemmas 3.1, 3.2 and 3.3, respectively we
- +

get:
g(frxj - g (frxj
- +

H(f,x) = F(x) + £(x) — H(f, )

Pxy

< Hf(xj — Hi(f,x]‘ + ‘ fg(ﬁx] — f(x)

Pooy

h h
mcus(frg), +ealrng), =awm(fg), +an(fs)
FPooy Pooy Poogy Pooy,

< Cty(f h/2)pg, -
The constant € is given by € = ¢, + ¢,. This completes the proof.
Theorem 4.2

Let €Ly, (X),X =[0,00). Then:
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h

) = @I, < fe {f,g)% +2 0y (F W) pe,

(18) Proof:
From definition 2.8, it can be obtained:

Hu(f.x) = f(x) — hiﬂ_ [2f(x+5s+1t) — f(x+2(s +t))]dsdt
Then
Hy(F)=F () — & [[I7 Gt s 40 = [I7 (x +20s + 0)ds] e

(19)
Let u=x+s—>du=ds, thenas s=0 = u=x and thens =

Suppose that u = x + 2s — du = 2ds. This yields that:
as s=0 - u=xand thens = g —u=x+h The function Hp (f.x) is then

given by: ]
Hy (f,2) = F(0) =3 Hﬂ;*? 2f(u+ Ddu - [[7 L (u + 20)du| at

Rz

ba |

“u=x+

ba |

(20)

Furthermore, H, (f,x) is also introduced by:

h
HD = F@-2 0 [2(F(x+2+0) - fa+0) -2+ h+20 - f(x +
26)|] dt

Then
Hy(f,2) = £1(0) = 55 J7 [280) fc+6) = 38, f(x + 20)]dt
(21)
Then
h h
Hy (f,x) = f'(.) H < | =7 4, flx+t)dt o+ = 7 24, f(x+ 20)dt .
_ P_-ﬂ:-l "ﬂ:."l. "E:.'I.

R

= [E g (f’IG)Pern +%‘;’L’1 [f"rhjp,mn]-

h
The final result is obtained from definition 2.5. The preferred inequality is
verified.
Theorem 4.3
If feLy, (X).%=1[0.00),then
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|fr -7 @] <tedrls), +iedros, (22)

Pa
Proof:
The proof can be carried out via definition 2.8 and by a similar way to the
proof of theorem 4.2.
Theorem 4.4
Let f e J'.'.j;,ﬂrxr1 (X), X=[0.c0) then
E, (Fpa, = % Ty (i h/2)pge, T % T4 (fi M) pa,
(23)
Where ¢, and ¢, are constants.
Proof:
By utilizing lemma 3.1, theorem 4.2 and theorem 4.3, the desired inequality
can be obtained as shown in the below analysis.

[EROBEDACH Ha(f, )= Ha(f,) = () + F(2)

=

Py

Doy ‘
Py

A (f,) ~f @) ) + |82 (£, = £

“fon(£2d),, il P i (£15), +ie(mn,

h

C h €,
=a(r3),, FRel b,

<ga(r2),, + 200 Dye,

The proof is c'ompleted.
5 Conclusion
Through the operators H(f,x) and H(f,x), the Approximating of unbounded

+
functions with the optimal multiplier in L, (X)-space X = [0,) is obtained.

The relationship between this degree E£(f),. and o (£.5)

By
h R
w, (f, E:]P,rxn and 74 (fr;jp,rxn-
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